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Abstract This chapter is devoted to the generalization of the continuous shearlet
transform to higher dimensions as well as to the construction of associated smooth-
ness spaces and to the analysis of their structural properties, respectively. To con-
struct canonical scales of smoothness spaces , so-called shearlet coorbit spaces ,
and associated atomic decompositions and Banach frames we prove that the general
coorbit space theory of Feichtinger and Gröchenig is applicable for the proposed
shearlet setting. For the two-dimensional case we show that for large classes of
weights, variants of Sobolev embeddings exist. Furthermore, we prove that for nat-
ural subclasses of shearlet coorbit spaces which in a certain sense correspond to
‘cone-adapted shearlets’ there exist embeddings into homogeneous Besov spaces .
Moreover, the traces of the same subclasses onto the coordinate axis can again be
identified with homogeneous Besov spaces. These results are based on the char-
acterization of Besov spaces by atomic decompositions and rely on the fact that
shearlets with compact support can serve as analyzing vectors for shearlet coorbit
spaces . Finally, we demonstrate that the proposed multivariate shearlet transform
can be used to characterize certain singularities.
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1 Introduction

In the context of directional signal analysis and information retrieval several ap-
proaches have been suggested such as ridgelets [3] , curvelets [4], contourlets [17],
shearlets [29] and many others. Among all these approaches, the shearlet transform
stands out because it is related to group theory, i.e., this transform can be derived
from a square-integrable representation π : S→ U (L2(R2)) of a certain group S,
the so-called shearlet group , see [10]. An admissible function with respect to this
group is called a shearlet . Therefore, in the context of the shearlet transform , all
the powerful tools of group representation theory can be exploited.

For analyzing data in Rd , d ≥ 3, we have to generalize the shearlet transform to
higher dimensions. The first step towards a higher-dimensional shearlet transform is
the identification of a suitable shear matrix. Given an d-dimensional vector space V
and a k-dimensional subspace W of V , a reasonable model reads as follows: the shear
should fix the space W and translate all vectors parallel to W . That is, for V =W⊕W ′

and v = w + w′, the shear operation S can be described as S(v) = w +(w′+ s(w′))
where s is a linear mapping from W ′ to W . Then, with respect to an appropriate basis
of V , the shear operation S corresponds to a block matrix of the form

S =
(

Ik sT

0 Id−k

)
, s ∈ Rd−k,k.

Then we are faced with the problem how to choose the block s. Since we want to end
up with a square integrable group representation, one has to be careful. Usually, the
number of parameters has to fit together with the space dimension, for otherwise the
resulting group would be either too large or too small. Since we have d degrees of
freedom related with the translates and one degree of freedom related with the dila-
tion, d−1 degrees of freedom for the shear component would be optimal. Therefore
one natural choice would be s ∈ Rd−1,1, i.e., k = 1. Indeed, we show that with this
choice the associated multivariate shearlet transform can be interpreted as a square
integrable group representation of a (2d)-parameter group, the full shearlet group. It
is a remarkable fact that this choice is in some sense a canonical one, other (d−1)-
parameter choices might lead to nice group structures, but the representation will
usually not be square integrable. Another approach, which we do not discuss in this
chapter, involves shear matrices of Toeplitz type. We refer the interested reader to
[9, 14].

With a square integrable group representation at hand, there is a very natural
link to another useful concept, namely the coorbit space theory introduced by Fe-
ichtinger and Gröchenig in a series of papers [18, 19, 20, 21, 24]. By means of the
coorbit space theory, it is possible to derive in a very natural way scales of smooth-
ness spaces associated with the group representation. In this setting, the smoothness
of functions is measured by the decay of the associated voice transform. Moreover,
by a tricky discretization of the representation, it is possible to obtain (Banach)
frames for these smoothness spaces. Fortunately, it turns out that for our multivari-
ate continuous shearlet transform , all the necessary conditions for the application
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of the coorbit space theory can be established, so that we end up with new canoni-
cal smoothness spaces, the multivariate shearlet coorbit spaces , together with their
atomic decompositions and Banach frames for these spaces.

Once these new smoothness spaces are established some natural questions arise.
How do these spaces really look like? Are there ‘nice’ sets of functions that are
dense in these spaces? What are the relations to classical smoothness spaces such
as Besov spaces? Do there exist embeddings into Besov spaces ? And do there exist
generalized versions of Sobolev embedding theorems for shearlet coorbit spaces
? Moreover, can the associated trace spaces be identified? We shall provide some
first answers to these questions. We concentrate on the two-dimensional case where
we show that for natural subclasses of shearlet coorbit spaces which correspond
to ’shearlets on the cone’, there exist embeddings into homogeneous Besov spaces
and that for the same subclasses, the traces onto the coordinate axis can again be
identified with homogeneous Besov spaces . The general d-dimensional scenario
requires more sophisticated techniques than presented here and is the content of
future work, see [8].

Finally, an interesting issue of the two-dimensional continuous shearlet transform
is the fact that it can be used to analyze singularities. Indeed, as outlined in [32],
see also [5] for curvelets , it turns out that the decay of the continuous shearlet
transform exactly describes the location and orientation of certain singularities. By
our approach these characterizations carry over to higher-dimensions.

2 Multivariate Continuous Shearlet Transform

In this section, we introduce the shearlet transform on L2(Rd). This requires the
generalization of the parabolic dilation matrix and of the shear matrix . We will start
with a rather general definition of shearlet groups in Subsection 2.1 and then restrict
ourself to those groups having square integrable representations in Subsection 2.2.

In the following, let Id denote the (d,d)-identity matrix and 0d , resp. 1d the vec-
tors with d entries 0, resp. 1.

2.1 Unitary Representations of the Shearlet Group

We define dilation matrices depending on one parameter a ∈ R∗ := R\{0} by

Aa := diag(a1(a), . . . ,ad(a)),

where a1(a) := a and a j(a) = aα j with α j ∈ (0,1), j = 2, . . . ,d. In order to have
directional selectivity, the dilation factors at the diagonal of Aa should be chosen in
an anisotropic way, i.e., |ak(a)|, k = 2, . . . ,d should increase less than linearly in a
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as a→ ∞. Our favorite choice will be

Aa :=

(
a 0T

d−1

0d−1 sgn(a)|a| 1d Id−1

)
. (1)

In Section 6, we will see that this choice leads to an increase of the shearlet transform
at hyperplane singularities as |a|→ 0. Consequently, this enables us to detect special
directional information. For fixed k ∈ {1, . . . ,d}, we define our shear matrices by

Ss =
(

Ik sT

0d−k,k Id−k

)
, s ∈ Rd−k,k. (2)

The shear matrices form a subgroup of GLd(R).

Remark 1. Shear matrices on Rd were also considered in [28], see also [34]. We
want to show the relation of those matrices to our setting (2). The authors in [28]
call S ∈ Rd,d a general shear matrix if

(Id−S)2 = 0d,d . (3)

Of course, our matrices in (2) fulfill this condition. Condition (3) is equivalent to the
fact that S decomposes as

S = P−1 diag(J1, . . . ,Jr,1d−2r)P, J j :=
(

1 1
0 1

)
, r ≤ d/2.

With P := (p1, . . . , pd) and P−1 = (q1, . . . ,qd)T this can be written as

S = Id +
r

∑
j=1

q2 j−1 pT
2 j, with pT

2 jq2i−1 = 0, i, j = 1, . . . ,r.

Matrices of the type Sqp := Id +q pT with pT q = 0 are called elementary shear ma-
trices. The general shear matrices do not form a group. In particular, the product of
two elementary shear matrices Sq1 p1 and Sq2 p2 is again a shear matrix if and only
if the matrices commute which is the case if and only if pT

1q2 = pT
2q1 = 0. Then

Sq1 p1 Sq2 p2 = In +∑
2
j=1 q j pT

j holds true. Hence we see that any general shear matrix
is the product of elementary shear matrices . In [28] any subgroup of GLd(R) gen-
erated by finitely many pairwise commuting elementary matrices is called a shear
group. A shear group is maximal if it is not a proper subgroup of any other shear
group. It is not hard to show that maximal shear groups are those of the form

G :=

{
Id +

(
k

∑
i=1

ciqi

)(
d−k

∑
j=1

d j pT
j

)
: ci,d j ∈ R

}
, pT

jqi = 0,

with linearly independent vectors qi, i = 1, . . . ,k, resp., p j, j = 1, . . . ,k. Let {q̃i : i =
1, . . . ,k} be the dual basis of {qi : i = 1, . . . ,k} in the linear space V spanned by these
vectors and let {p̃ j : j = 1, . . . ,d− k} be the dual basis of {p j : j = 1, . . . ,d− k}



Multivariate Shearlet Transform, Shearlet Coorbit Spaces and their Structural Properties 5

in V⊥. Set P := (q1, . . . ,qk, p̃1, . . . , p̃d−k) so that P−1 = (q̃1, . . . , q̃k, p1, . . . , pd−k)T.
Then we see that for all S ∈ G

P−1 SP =
(

Ik cdT

0d−k,k Id−k

)
, c = (c1, . . . ,ck)T,d = (d1, . . . ,dd−k)T.

In other words, up to a basis transform, the maximal shear groups G coincide with
our block matrix groups in (2).

Note that admissible subgroups of the semidirect product of the Heisenberg
group and the symplectic group were examined in [6]. Some important progress
in the construction of multivariate directional systems has been achieved for the
curvelet case in [2] and for surfacelets in [35].

For our shearlet transform we have to combine dilation matrices and shear ma-
trices . Let Aa,1 := diag(a1, . . . ,ak) and Aa,2 := diag(ak+1, . . . ,ad). We will use the
relations

S−1
s =

(
Ik −sT

0d−k,k Id−k

)
and SsAaSs′Aa′ = Ss+A−1

a,2s′Aa,1
Aaa′ . (4)

For the special setting in (1), the last relation simplifies to

SsAaSs′Aa′ = S
s+|a|1−

1
d s′

Aaa′ .

Lemma 1. The set R∗×Rd−k,k×Rd endowed with the operation

(a,s, t)◦ (a′,s′, t ′) = (aa′,s+A−1
a,2 s′Aa,1, t +SsAat ′)

is a locally compact group S. The left and right Haar measures on S are given by

dµl(a,s, t) =
|detAa,2|k−1

|a||detAa,1|d−k+1 dadsdt and dµr(a,s, t) =
1
|a|

dadsdt.

Proof. By the left relation in (4) it follows that e := (1,0d−k,k,0d) is the neutral
element in S and that the inverse of (a,s, t) ∈ R∗×Rd−1×Rd is given by

(a,s, t)−1 =
(
a−1,−Aa,2 sA−1

a,1,−A−1
a S−1

s t).

By straightforward computation it can be checked that the multiplication is associa-
tive.

Further, we have for a function F on S that∫
S

F
(
(a′,s′, t ′)◦ (a,s, t)

)
dµl(a,s, t)
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=
∫

R

∫
Rk(d−k)

∫
Rd

F(a′a,s′+A−1
a′,2 sAa′,1, t

′+Ss′Aa′t)dµl(a,s, t).

By substituting t̃ := t ′+Ss′Aa′t, i.e., dt̃ = |detAa′ |dt and s̃ := s′+A−1
a′,2 sAa′,1, i.e.,

ds̃ = |detAa′,1|d−k/|detAa′,2|k ds and ã := a′a this can be rewritten as

∫
Rd

∫
Rk(d−k)

∫
R

F(ã, s̃, t̃)
1

|detAa′ |
|detAa′,2|k

|detAa′,1|d−k
1
|a′|
|a′||detAa′,1|d−k+1

|detAa′,2|k−1 dµl(ã, s̃, t̃)

so that dµl is indeed the left Haar measure on S. Similarly we can verify that dµr is
the right Haar measure on S. ut

In the following, we use only the left Haar measure and the abbreviation dµ =
dµl . For f ∈ L2(Rd) we define

π(a,s, t) f (x) = fa,s,t(x) := |detAa|−
1
2 f (A−1

a S−1
s (x− t)). (5)

It is easy to check that π : S→ U (L2(Rd)) is a mapping from S into the group
U (L2(Rd)) of unitary operators on L2(Rd). Recall that a unitary representation of
a locally compact group G with the left Haar measure µ on a Hilbert space H is a
homomorphism π from G into the group of unitary operators U (H ) on H which
is continuous with respect to the strong operator topology.

Lemma 2. The mapping π defined by (5) is a unitary representation of S.

Proof. We verify that π is a homomorphism. Let ψ ∈ L2(Rd), x ∈ Rd , and
(a,s, t),(a′,s′, t ′) ∈ S. Using (4) we obtain

π(a,s, t)(π(a′,s′, t ′)ψ)(x) = |detAa|−
1
2
(
π(a′,s′, t ′)ψ

)
(A−1

a S−1
s (x− t))

= |detAaa′ |−
1
2 ψ(A−1

a′ S−1
s′ (A−1

a S−1
s (x− t)− t ′))

= |detAaa′ |−
1
2 ψ(A−1

a′ S−1
s′ A−1

a S−1
s (x− (t +SsAat ′)))

= |detAaa′ |−
1
2 ψ(A−1

aa′S
−1
s+A−1

a,2 s′Aa,1
(x− (t +SsAat ′)))

= π((a,s, t)◦ (a′,s′, t ′))ψ(x).

ut

2.2 Square Integrable Representations of the Shearlet Group

A nontrivial function ψ ∈ L2(Rd) is called admissible , if∫
S
|〈ψ,π(a,s, t)ψ〉|2dµ(a,s, t) < ∞.



Multivariate Shearlet Transform, Shearlet Coorbit Spaces and their Structural Properties 7

If π is irreducible and there exits at least one admissible function ψ ∈ L2(Rd), then
π is called square integrable . By the following remark we will only consider a
special setting in the rest of this paper.

Remark 2. Assume that our shear matrix has the form (2) with sT = (si j)
k,d−k
i, j=1 ∈

Rk,d−k. Let s contain N different entries (variables). We assume that N ≥ d−1 since
we have one dilation parameter and otherwise the group becomes too small. Then
we obtain instead of (12)∫

S
|〈 f ,ψa,s,t〉|2 dµ(a,s, t)

=
∫

R

∫
Rd

∫
RN
| f̂ (ω)|2|detAa| |ψ̂(Aa

(
ω̃1

ω̃2 + sω̃1

)
)|2 dµ(a,s, t) (6)

where ω̃1 :=(ω1, . . . ,ωk)T, ω̃2 :=(ωk+1, . . . ,ωd)T and the Fourier transform F fa,s,t =
f̂a,s,t of fa,s,t is given by

f̂a,s,t(ω) =
∫

Rd
fa,s,t(x)e−2πi〈x,ω〉 dx

= |detAa|
1
2 e−2πi〈t,ω〉 f̂ (AT

aST
sω)

= |detAa|
1
2 e−2πi〈t,ω〉 f̂

(
Aa

(
ω̃1

ω̃2 + sω̃1

))
. (7)

Now we can use the following substitution procedure:

ξk+1 := (ωk+1 + s11ω1 + . . .+ s1kωk), (8)

i.e., dξk+1 = |ω1|ds11 and with corresponding modifications if some of the s1 j, j > 1
are the same as s11. Then we replace s11 in the other rows of ω̃2 + sω̃1 where it
appears by (8). Next we continue to substitute the second row if it contains an inte-
gration variable from s (6= s11). Continuing this substitution process up to the final
row we have at the end replaced the lower d− k values in ψ̂ by d− r, r ≤ k vari-
ables ξ1 = ξ j1 , . . . ,ξ jd−r and some functions depending only on a,ω,ξ j1 , . . . ,ξ jd−r .
Consequently, the integrand depends only on these variables. However, we have to
integrate over a,ω,ξ j1 , . . . ,ξ jd−r and over the remaining N− (d− r) variables from
s. But then the integral in (6) becomes infinity unless N = d− r. Since d− 1 ≤ N
this implies r = k = 1, i.e., our choice of Ss with (9).

By Remark 2 we will deal only with shear matrices (2) with k = 1, i.e., with

S =
(

1 sT

0d−1 Id−1

)
, s ∈ Rd−1. (9)

and with dilation matrices of the form (1). Then we have that

dµ(a,s, t) =
1
|a|d+1 dadsdt.
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Then the following result shows that the unitary representation π defined in (5)
is square integrable .

Theorem 1. A function ψ ∈ L2(Rd) is admissible if and only if it fulfills the admis-
sibility condition

Cψ :=
∫

Rd

|ψ̂(ω)|2

|ω1|d
dω < ∞. (10)

If ψ is admissible, then, for any f ∈ L2(Rd), the following equality holds true:∫
S
|〈 f ,ψa,s,t〉|2 dµ(a,s, t) = Cψ ‖ f‖2

L2(Rd) . (11)

In particular, the unitary representation π is irreducible and hence square inte-
grable.

Proof. Employing the Plancherel theorem and (7), we obtain∫
S
|〈 f ,ψa,s,t〉|2 dµ(a,s, t) =

∫
S
| f ∗ψ

∗
a,s,0(t)|2 dt ds

da
|a|d+1

=
∫

R

∫
Rd−1

∫
Rd
| f̂ (ω)|2|ψ̂∗a,s,0(ω)|2 dω ds

da
|a|d+1

=
∫

R

∫
Rd−1

∫
Rd
| f̂ (ω)|2|detAa||ψ̂(AT

aST
sω)|2 dω ds

da
|a|d+1 (12)

=
∫

R

∫
Rd

∫
Rd−1
| f̂ (ω)|2

|detAa,2|
|a|d

|ψ̂
(

aω1
Aa,2(ω̃ +ω1s)

)
|2 dsdω da,

where ψ∗a,s,0(x) = ψa,s,0(−x). Substituting ξ̃ := Aa,2(ω̃ +ω1s), i.e.,
|detAa,2| |ω1|d−1 ds = dξ̃ , we obtain∫

S
|〈 f ,ψa,s,t〉|2 dµ = |a|−d

∫
R

∫
Rd

∫
Rd−1
| f̂ (ω)|2 |ω1|−(d−1) |ψ̂

(
aω1

ξ̃

)
|2 dξ̃ dω da.

Next, we substitute ξ1 := aω1, i.e., ω1 da = dξ1 which results in∫
S
|〈 f ,ψa,s,t〉|2 dµ =

∫
R

∫
Rd

∫
Rd−1
| f̂ (ω)|2 |ω1|d

|ξ1|d |ω1|d
|ψ̂
(

ξ1

ξ̃

)
|2 dξ̃ dω dξ1

= Cψ ‖ f‖2
L2(Rd).

Setting f := ψ , we see that ψ is admissible if and only if Cψ is finite.
The irreducibility of π follows from (11) in the same way as in [11]. ut
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2.3 Continuous Shearlet Transform

A function ψ ∈ L2(Rd) fulfilling the admissibility condition (10) is called a contin-
uous shearlet , the transform SHψ : L2(Rd)→ L2(S),

SHψ f (a,s, t) := 〈 f ,ψa,s,t〉= ( f ∗ψ
∗
a,s,0)(t),

continuous shearlet transform and S defined in Lemma 1 with (9) a shearlet group .

Remark 3. An example of a continuous shearlet can be constructed as follows: Let
ψ1 be an admissable wavelet with ψ̂1 ∈C∞(R) and supp ψ̂1 ⊆ [−2,− 1

2 ]∪ [ 1
2 ,2], and

let ψ2 be such that ψ̂2 ∈ C∞(Rd−1) and supp ψ̂2 ⊆ [−1,1]d−1. Then the function
ψ ∈ L2(Rd) defined by

ψ̂(ω) = ψ̂(ω1, ω̃) = ψ̂1(ω1) ψ̂2

(
1

ω1
ω̃

)
is a continuous shearlet. The support of ψ̂ is depicted for ω1 ≥ 0 in Fig. 1.

Remark 4. In [34] the authors consider admissible subgroups G of GLd(R), i.e.,
those subgroups for which the semidirect product with the translation group gives
rise to a square integrable representation π(g, t) f (x) = |detg|− 1

2 f (g−1(x− t)). Let
4 denotes the modular function on G, i.e., dµl(g) =4(g)dµr(g) and write 4 ≡
|det | to mean that 4(g) = |detg| for all g ∈ G. Then [34] contains the following
result:

i) If G is admissible, then4 6≡ |det | and G0
x := {g ∈G : gx = x} is compact for a.e.

x ∈ Rd .
ii) If 4 6≡ |det | and for a.e. x ∈ Rd there exits ε(x) > 0 such that Gε

x : {g ∈ G :
|gx− x| ≤ ε(x)} is compact, then G is admissible.

Unfortunately, the above conditions ‘just fail’ to be a characterization of admis-
sibility by the ”ε-gap” in the compactness condition. In our case we have that
4 6≡ |det | since |a|−d 6= |a| |a|α2+...+αd for |a| 6= 1. Further, G0

x = (1,0d−1) and
Gε

x = {(a,s) : |a| ∈ [1− ε1,1 + ε1], s j ∈ [−ε j,ε j], j = 2, . . . ,d} for some small ε j,
so that the necessary condition i) and the sufficient condition ii) are fulfilled.

3 General Concept of Coorbit Space Theory

In this section, we want to briefly recall the basic facts concerning the coorbit the-
ory as developed by Feichtinger and Gröchenig in a series of papers [18, 19, 20, 21].
This theory is based on square-integrable group representations and has the follow-
ing important advantages:
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Fig. 1 Support of the shearlet ψ̂ in Remark 3 for ω1 ≥ 0.

• The theory is universal in the following sense: Given a Hilbert space H , a
square-integrable representation of a group G and a non-empty set of so-called
analyzing functions , the whole abstract machinery can be applied.

• The approach provides us with natural families of smoothness spaces, the coorbit
spaces . They are defined as the collection of all elements in the Hilbert space H
for which the voice transform associated with the group representation has a
certain decay. In many cases, e.g., for the affine group and the Weyl-Heisenberg
group , these coorbit spaces coincide with classical smoothness spaces such as
Besov and modulation spaces , respectively.

• The Feichtinger-Gröchenig theory does not only give rise to Hilbert frames in
H , but also to frames in scales of the associated coorbit spaces . Moreover, not
only Hilbert spaces, but also Banach spaces can be handled.

• The discretization process that produces the frame does not take place in H
(which might look ugly and complicated), but on the topological group at hand
(which is usually a more handy object), and is transported to H by the group
representation.

First of all, in Subsection 3.1, we explain how the coorbit spaces can be es-
tablished. Then, in Subsection 3.2, we discuss the discretization problem, i.e., we
outline the basic steps to construct Banach frames for these spaces. The facts are
mainly taken from [24].
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3.1 General Coorbit Spaces

Fix an irreducible, unitary, continuous representation π of a σ -compact group G in a
Hilbert space H . Let w be real-valued, continuous, sub-multiplicative weight on S,
i.e., w(gh)≤ w(g)w(h) for all g,h ∈ S. Furthermore, we will always assume that the
weight function w satisfies all the coorbit-theory conditions as stated in [24, Section
2.2]. To define our coorbit spaces we need the set

Aw := {ψ ∈ L2(Rd) : Vψ(ψ) = 〈ψ,π(·)ψ〉 ∈ L1,w}.

of analyzing vectors . In particular, we assume that our weight is symmetric with
respect to the modular function , i.e., w(g) = w(g−1)4(g−1). Starting with an
ordinary weight function w, its symmetric version can be obtained by w#(g) :=
w(g)+w(g−1)4(g−1). It was proved in Lemma 2.4 of [18] that Aw = Aw# .

For an analyzing vector ψ we can consider the space

H1,w := { f ∈ L2(Rd) : Vψ( f ) = 〈 f ,π(·)ψ〉 ∈ L1,w(G)},

with norm ‖ f‖H1,w := ‖Vψ( f )‖L1,w(G) and its anti-dual H ∼
1,w, the space of all

continuous conjugate-linear functionals on H1,w. The spaces H1,w and H ∼
1,w are

π-invariant Banach spaces with continuous embeddings H1,w ↪→ H ↪→ H ∼
1,w.

Then the inner product on L2(Rd)× L2(Rd) extends to a sesquilinear form on
H ∼

1,w ×H1,w, therefore for ψ ∈H1,w and f ∈H ∼
1,w the extended representation

coefficients
Vψ( f )(g) := 〈 f ,π(g)ψ〉H ∼

1,w×H1,w

are well-defined.
Let m be a w-moderate weight on G which means that m(xyz) ≤ w(x)m(y)w(z)

for all x,y,z ∈ G and moreover, for 1≤ p≤ ∞, let

Lp,m(G) := {F measurable : Fm ∈ Lp(G)}.

We can now define Banach spaces which are called coorbit spaces by

Hp,m := { f ∈H ∼
1,w : Vψ( f ) ∈ Lp,m(G)}, ‖ f‖Hp,m := ‖Vψ f‖Lp,m(G).

Note that the definition of Hp,m is independent of the analyzing vector ψ and of the
weight w in the sense that w̃ with w(g) ≤Cw̃(g) for all g ∈ G and Aw̃ 6= {0} give
rise to the same space, see [18, Theorem 4.2]. In applications, one may start with
some sub-multiplicative weight m and use the symmetric weight w := m# for the
definition of Aw. Obviously, we have that m is w-moderate.
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3.2 Atomic Decompositions and Banach Frames

The Feichtinger-Gröchenig theory also provides us with a machinery to construct
atomic decompositions and Banach frames for the coorbit spaces introduced above.
To this end, the subset Bw of Aw has to be non-empty:

Bw := {ψ ∈ L2(Rd) : Vψ(ψ) ∈W (C0,L1,w)},

where W (C0,L1,w) is the Wiener-Amalgam space

W (C0,L1,w) := {F : ‖(LxχQ)F‖∞ ∈ L1,w}, ‖(LxχQ)F‖∞ = sup
y∈xQ
|F(y)|

Lx f (y) := f (x−1y) is the left translation and Q is a relatively compact neighborhood
of the identity element in G, see [24]. Note that in general Bw is defined with respect
to the right version W R(C0,L1,w) := {F : ‖(RxχQ)F‖∞ = supy∈Qx−1 |F(y)| ∈ L1,w}
of the Wiener-Amalgam space, where Rx f (y) := f (yx) denotes the right translation
. Since Vψ(ψ)(g) = Vψ(ψ)(g−1) and assuming that Q = Q−1 both definitions of
Bw coincide. It follows that Bw ⊂H1,w.

Moreover, a (countable) family X = (gλ )λ∈Λ in G is said to be U-dense if
∪λ∈Λ gλU = G, and separated if for some compact neighborhood Q of e we have
giQ∩g jQ = /0, i 6= j, and relatively separated if X is a finite union of separated sets.

Then, the following decomposition theorem, which was proved in a general set-
ting in [18, 19, 20], says that discretizing the representation by means of an U-dense
set produces an atomic decomposition for Hp,m. Furthermore, given such an atomic
decomposition, the theorem provides conditions under which a function f is com-
pletely determined by its moments 〈 f ,π(gλ )ψ〉 and how f can be reconstructed
from these moments.

Theorem 2. Let 1 ≤ p ≤ ∞ and ψ ∈Bw, ψ 6= 0. Then there exists a (sufficiently
small) neighborhood U of e so that for any U-dense and relatively separated set
X = (gλ )λ∈Λ the set {π(gλ )ψ : λ ∈ Λ} provides an atomic decomposition and a
Banach frame for Hp,m:
Atomic Decompositions: If f ∈Hp,m, then

f = ∑
λ∈Λ

cλ ( f )π(gλ )ψ

where the sequence of coefficients depends linearly on f and satisfies

‖(cλ ( f ))λ∈Λ‖`p,m ≤C‖ f‖Hp,m

with a constant C depending only on ψ and with `p,m being defined by

`p,m := {c = (cλ )λ∈Λ : ‖c‖`p,m := ‖cm‖`p < ∞},

where m =(m(gλ ))
λ∈Λ

. Conversely, if (cλ ( f ))λ∈Λ ∈ `p,m, then f = ∑λ∈Λ cλ π(gλ )ψ
is in Hp,m and
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‖ f‖Hp,m ≤C′‖(cλ ( f ))λ∈Λ‖`p,m .

Banach Frames: The set {π(gλ )ψ : λ ∈ Λ} is a Banach frame for Hp,m which
means that

i) f ∈Hp,m if and only if (〈 f ,π(gλ )ψ〉H ∼
1,m×H1,m)λ∈Λ ∈ `p,m;

ii) there exist two constants 0 < D≤ D′ < ∞ such that

D‖ f‖Hp,m ≤ ‖(〈 f ,π(gλ )ψ〉H ∼
1,m×H1,m)λ∈Λ‖`p,m ≤ D′ ‖ f‖Hp,m ;

iii) there exists a bounded, linear reconstruction operator R from `p,m to Hp,m such

that R
(
(〈 f ,π(gλ )ψ〉H ∼

1,m×H1,m)λ∈Λ

)
= f .

4 Multivariate Shearlet Coorbit Theory

In this section we want to establish the coorbit theory based on the square integrable
representation (5) of the shearlet group S defined with (1) and (9). We mainly follow
the lines of [11] and [12].

4.1 Shearlet Coorbit Spaces

We consider weight functions w(a,s, t) = w(a,s) that are locally integrable with re-
spect to a and s, i.e., w∈ Lloc

1 (Rd) and fulfill the requirements made at the beginning
of Section 3.1.

In order to construct the coorbit spaces related to the shearlet group we have to
ensure that there exists a function ψ ∈ L2(Rd) such that

SHψ(ψ) = 〈ψ,π(a,s, t)ψ〉 ∈ L1,w(S). (13)

Concerning the integrability of group representations we also mention [26]. To this
end, we need a preliminary lemma on the support of ψ which is shown in [12].

Lemma 3. Let a1 > a0 ≥ α > 0 and b = (b1, . . . ,bd−1)T be a vector with posi-
tive components. Suppose that supp ψ̂ ⊆ ([−a1,−a0]∪ [a0,a1])×Qb, where Qb :=
[−b1,b1]×·· ·× [−bd−1,bd−1]. Then ψ̂ψ̂a,s,0 6≡ 0 implies a∈

[
− a1

a0
,− a0

a1

]
∪
[ a0

a1
, a1

a0

]
and s ∈ Qc, where c := 1+(a1/a0)1/d

a0
b.

Now we can prove the required property (13) of SHψ(ψ).

Theorem 3. Let ψ be a Schwartz function such that supp ψ̂ ⊆ ([−a1,−a0]∪[a0,a1])×
Qb. Then we have that SHψ(ψ) ∈ L1,w(S), i.e.,

‖〈ψ,π(·)ψ〉‖L1,w(S) =
∫

S
|SHψ(ψ)(a,s, t)|w(a,s, t)dµ(a,s, t) < ∞.
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Proof. Straightforward computation gives

‖〈ψ,π(·)ψ〉‖L1,w(S) =
∫

R

∫
Rd−1

∫
Rd
|〈ψ,ψa,s,t〉|w(a,s)dtds

da
|a|d+1

=
∫

R

∫
Rd−1

∫
Rd
|ψ ∗ψ

∗
a,s,0(t)|w(a,s)dtds

da
|a|d+1

=
∫

R

∫
Rd−1

∫
Rd
|F−1F

(
ψ ∗ψ

∗
a,s,0
)
(t)|dt w(a,s)ds

da
|a|d+1

=
∫

R

∫
Rd−1
‖F
(
ψ ∗ψ

∗
a,s,0
)
‖F−1L1

w(a,s)ds
da
|a|d+1

=
∫

R

∫
Rd−1
‖ψ̂ ¯̂ψa,s,0‖F−1L1

w(a,s)ds
da
|a|d+1 ,

where ‖ f‖F−1L1(Rd) :=
∫
Rd |F−1 f (x)|dx. By Lemma 3 this can be rewritten as

‖〈ψ,π(·)ψ〉‖L1,w(S) =
(∫ −a0/a1

−a1/a0

+
∫ a1/a0

a0/a1

)∫
Qc

‖ψ̂ ψ̂
∗
a,s,0‖F−1L1(Rd) w(a,s)ds

da
|a|d+1 ,

which is obviously finite. ut
For ψ satisfying (13) we can therefore consider the space

H1,w = { f ∈ L2(Rd) : SHψ( f ) ∈ L1,w(S)}

and its anti-dual H ∼
1,w. By the reasoning of Section 3.1, the extended representation

coefficients
SHψ( f )(a,s, t) = 〈 f ,π(a,s, t)ψ〉H ∼

1,w×H1,w

are well-defined and, for 1 ≤ p ≤ ∞, we can define Banach spaces which we call
shearlet coorbit spaces by

S Cp,m := { f ∈H ∼
1,w : SHψ( f ) ∈ Lp,m(S)}

with norms ‖ f‖S Cp,m := ‖SHψ f‖Lp,m(S).

4.2 Shearlet Atomic Decompositions and Shearlet Banach Frames

In a first step, we have to determine, for a compact neighborhood U of e ∈ S with
non-void interior, U–dense sets, see Subsection 3.2.

Lemma 4. Let U be a neighborhood of the identity in S, and let α > 1 and β ,τ > 0
be defined such that

[α
1
d−1,α

1
d )× [−β

2 , β

2 )d−1× [− τ

2 , τ

2 )d ⊆U.
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Then the sequence

{(εα
j,βα

j(1− 1
d )k,S

βα
j(1− 1

d )k
Aα j τm) : j ∈Z,k ∈Zd−1,m∈Zd , ε ∈ {−1,1}} (14)

is U-dense and relatively separated.

For a proof we refer to [12]. Then, as shown in [12], the following decomposi-
tion theorem says that discretizing the representation by means of this U-dense set
produces an atomic decomposition for S Cp,m.

Theorem 4. Let 1 ≤ p ≤ ∞ and ψ ∈Bw, ψ 6= 0. Then there exists a (sufficiently
small) neighborhood U of e so that for any U-dense and relatively separated set
X = ((a,s, t)λ )λ∈Λ the set {π(gλ )ψ : λ ∈ Λ} provides an atomic decomposition
and a Banach frame for S Cp,m:
Atomic Decompositions: If f ∈S Cp,m, then

f = ∑
λ∈Λ

cλ ( f )π((a,s, t)λ )ψ (15)

where the sequence of coefficients depends linearly on f and satisfies

‖(cλ ( f ))λ∈Λ‖`p,m ≤C‖ f‖S Cp,m .

Conversely, if (cλ ( f ))λ∈Λ ∈ `p,m, then
f = ∑λ∈Λ cλ π((a,s, t)λ )ψ is in S Cp,m and

‖ f‖S Cp,m ≤C′‖(cλ ( f ))λ∈Λ‖`p,m .

Banach Frames: The set {π(gλ )ψ : λ ∈ Λ} is a Banach frame for S Cp,m which
means that

i) f ∈S Cp,m if and only if (〈 f ,π((a,s, t)λ )ψ〉H ∼
1,w×H1,w)λ∈Λ ∈ `p,m;

ii) there exist two constants 0 < D≤ D′ < ∞ such that

D‖ f‖S Cp,m ≤ ‖(〈 f ,π((a,s, t)λ )ψ〉H ∼
1,w×H1,w)λ∈Λ‖`p,m ≤ D′ ‖ f‖S Cp,m ;

iii) there exists a bounded, linear reconstruction operator R from `p,m to S Cp,m

such that R
(
(〈 f ,π((a,s, t)λ )ψ〉H ∼

1,w×H1,w)λ∈Λ

)
= f .

4.3 Non-Linear Approximation

In Section 4.2 we established atomic decompositions of functions from the shearlet
coorbit spaces S Cp,m by means of special discretized shearlet systems (ψλ )λ∈Λ ,
Λ ⊂ S. From the computational point of view, this naturally leads us to the question
of the quality of approximation schemes in S Cp,m using only a finite number of
elements from (ψλ )λ∈Λ .



16 Stephan Dahlke and Gabriele Steidl and Gerd Teschke

In this section we will focus on the non-linear approximation scheme of best N–
term approximation, i.e., of approximating functions f of S Cp,m in an “optimal”
way by a linear combination of precisely N elements from (ψλ )λ∈Λ . In order to
study the quality of best N–term approximation we will prove estimates for the
asymptotic behavior of the approximation error.

Let us now delve more into the specific setting we are considering here. Let U
be a properly chosen small neighborhood of e in S. Further, let Λ ⊂ S be a rela-
tively separated, U-dense sequence, which exists by Lemma 4. Then the associated
shearlet system

{ψλ = ψa,s,t : λ = (a,s, t) ∈Λ} (16)

can be employed for atomic decompositions of elements from S Cp,m, where 1 ≤
p < ∞. Indeed, by Theorem 4, for any f ∈S Cp,m, we have

f = ∑
λ∈Λ

cλ ψλ

with (cλ )λ∈Λ depending linearly on f , and

C1 ‖ f‖S Cp,m
≤ ‖(cλ )λ∈Λ‖`p,m

≤C2 ‖ f‖S Cp,m

with constants C1,C2 being independent of f . We intend to approximate functions f
from the shearlet coorbit spaces S Cp,m by elements from the nonlinear manifolds
Σn, n ∈N, which consist of all functions S ∈S Cp,m whose expansions with respect
to the shearlet system (ψλ )λ∈Λ from (16) have at most n nonzero coefficients, i.e.,

Σn :=

{
S ∈S Cp,m : S = ∑

λ∈Γ

dλ ψλ , Γ ⊆Λ , #Γ ≤ n

}
.

Then we are interested in the asymptotic behavior of the error

En( f )S Cp,m := inf
S∈Σn
‖ f −S‖S Cp,m .

Usually, the order of approximation which can be achieved depends on the reg-
ularity of the approximated function as measured in some associated smoothness
space. For instance, for nonlinear wavelet approximation, the order of convergence
is determined by the regularity as measured in a specific scale of Besov spaces ,
see [15]. For nonlinear approximation based on Gabor frames, it has been shown in
[27] that the ‘right’ smoothness spaces are given by a specific scale of modulation
spaces. An extension of these relations to systems arising from the Weyl-Heisenberg
group and α-modulation spaces has been studied in [7].

In our case it turns out that a result from [27], i.e., an estimate in one direction,
carries over. The basic ingredient in the proof of the theorem is the following lemma
which has been shown in [27], see also [16].

Lemma 5. Let 0 < p < q ≤ ∞. Then there exists a constant Dp > 0 independent of
q such that, for all decreasing sequences of positive numbers a = (ai)∞

i=1, we have
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2−1/p‖a‖`p ≤

(
∞

∑
n=1

1
n
(n1/p−1/qEn,q(a))p

)1/p

≤ Dp ‖a‖`p ,

where En,q(a) :=
(
∑

∞
i=n aq

i

)1/q.

The following theorem, which provides an upper estimate for the asymptotic
behavior of En( f )S Cp,m was proved in [11].

Theorem 5. Let (ψλ )λ∈Λ be a discrete shearlet system as in (16), and let 1 ≤ p <
q < ∞. Then there exists a constant C = C(p,q) < ∞ such that, for all f ∈S Cp,m,
we have (

∞

∑
n=1

1
n

(
n1/p−1/qEn( f )S Cq,m

)p
)1/p

≤C‖ f‖S Cp,m .

5 Structure of Shearlet Coorbit Spaces

In this section we provide some first structural properties of the shearlet coorbit
spaces . We use the notation f . g for the relation f ≤C g with some generic con-
stant C ≥ 0, and the notation ‘∼’ stands for equivalence up to constants which are
independent of the involved parameters.

The subsequent analysis is limited to the two-dimensional case (more general
concepts are provided in [8]), and we show that

• for large classes of weights, variants of Sobolev embeddings exist;
• for natural subclasses which in a certain sense correspond to the ‘cone adapted

shearlets’ [32], there exist embeddings into (homogeneous) Besov spaces;
• for the same subclass, the traces onto the coordinate axis can again be identified

with homogeneous Besov spaces .

The two-dimensional approach heavily relies on atomic decomposition tech-
niques. We have seen that the coorbit space theory naturally gives rise to Banach
frames , and therefore, by using the associated norm equivalences, all the tasks out-
lined above can be studied by means of weighted sequence norms. In particular,
based on the general analysis in [30], quite recently this technique has been applied
to derive new embedding and trace results for Besov spaces [36].

To make this approach really powerful, it is very convenient and sometimes even
necessary to work with compactly supported building blocks. In the shearlet case,
this is a nontrivial problem, since usually the analyzing shearlets are band-limited
functions, see Theorem 3. For the specific case of ‘cone adapted shearlets’, quite
recently a first solution has been provided in [31]. We refer to the overview article
[33] for a detailed discussion. As the ‘cone adapted shearlets’ do not really fit into
the group theoretical setting, we provide a new construction of families of compactly
supported shearlets . We show that indeed a compactly supported function with
sufficient smoothness and enough vanishing moments can serve as an analyzing
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vector for shearlet coorbit spaces , i.e., we show that Aw contains shearlets with
compact support. To this end, we need the following auxiliary lemma which is a
modification of Lemma 11.1.1 in [25].

Lemma 6. For r > 1 and α > 0, the following estimate holds true

I(x) :=
∫

R
(1+ |t|)−r (1+α|x− t|)−r dt ≤C

(
1
α

(1+ |x|)−r +(1+α|x|)−r
)

.

Proof. Let

Nx :=
{

t ∈ R : |t− x| ≤ |x|
2

}
, N c

x :=
{

t ∈ R : |t− x|> |x|
2

}
.

Then we obtain for t ∈Nx by |x|− |t| ≤ |t− x| ≤ |x|/2 that |t| ≥ |x|/2 and conse-
quently

(1+ |t|)−r ≤
(

1+
|x|
2

)−r

≤ 2r(1+ |x|)−r.

Now the above integral can be estimated as follows:

I(x) =
∫

Nx

(1+ |t|)−r(1+α|x− t|)−r dt +
∫

N c
x

(1+ |t|)−r(1+α|x− t|)−r dt

≤ 2r(1+ |x|)−r
∫

Nx

(1+α|x− t|)−r dt +
(

1+α
|x|
2

)−r ∫
N c

x

(1+ |t|)−r dt

≤ 2r 1
α

(1+ |x|)−r
∫

R
(1+ |u|)−r du+2r(1+α|x|)−r

∫
R
(1+ |t|)−r dt.

This implies the assertion. ut

Theorem 6. For some D > 0, let QD := [−D,D]× [−D,D] and let ψ(x) ∈ L2(R2)
fulfill suppψ ∈ QD. Suppose that the weight function satisfies w(a,s, t) = w(a) ≤
|a|−ρ1 + |a|ρ2 for ρ1,ρ2 ≥ 0 and that

|ψ̂(ω1,ω2)|.
|ω1|n

(1+ |ω1|)r
1

(1+ |ω2|)r

with n ≥ max( 1
4 + ρ2,

9
4 + ρ1) and r > n + max( 7

4 + ρ2,
9
4 + ρ1). Then we have that

SHψ(ψ) ∈ L1,w(S), i.e.,

I :=
∫

S
|SHψ(ψ)(g)|w(g)dµ(g) < ∞.

Proof. First we have by the support property of ψ that SHψ(ψ) = 〈ψ,ψa,s,t〉 6= 0
requires (x1,x2) ∈ QD and
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−D ≤ sgna√
|a|

(x2− t2) ≤ D,

−D ≤ 1
a

(x1− t1− s(x2− t2)) ≤ D.

Hence 〈ψ,ψa,s,t〉 6= 0 implies that

−D(1+
√
|a|) ≤ t2 ≤ D(1+

√
|a|),

−D
(

1+ |a|+ |s|(2+
√
|a|)
)
≤ t1 ≤ D

(
1+ |a|+ |s|(2+

√
|a|)
)

.

Using this relation we obtain that

I ≤
∫

R∗

∫
R

4D2(1+
√
|a|)
(

1+ |a|+ |s|(2+
√
|a|)
)
|〈ψ,ψa,s,t〉|dsw(a)

da
|a|3

.

Next, Plancherel’s equality together with (7) and the decay assumptions on ψ̂ yield

I ≤ C
∫

R∗

∫
R
(1+

√
|a|)
(

1+ |a|+ |s|(2+
√
|a|)
)
|〈ψ̂, ψ̂a,s,t〉|dsw(a)

da
|a|3

≤ C
∫

R∗

∫
R

1+ |a|
1
2 + |a|+ |a|

3
2︸ ︷︷ ︸

=:p3(|a|
1
2 )

+|s|(2+3|a|
1
2 +a︸ ︷︷ ︸

=:p2(|a|
1
2 )

)

J(a,s)dsw(a)
da
|a|3

where pk ∈Πk are polynomials of degree ≤ k, |SHψ ψ(a,s, t)| ≤ J(a,s) and

J(a,s) := |a|
3
4

×
∫

R

∫
R

|ω1|n

(1+ |ω1|)r
1

(1+ |ω2|)r
|aω1|n

(1+ |aω1|)r
1

(1+
√
|a| |sω1 +ω2|)r

dω2dω1

=
∫

R

|ω1|n

(1+ |ω1|)r
|aω1|n

(1+ |aω1|)r

∫
R

1
(1+ |ω2|)r

1
(1+

√
|a| |sω1 +ω2|)r

dω2dω1.

The inner integral can be estimated by Lemma 6 which results in

J(a,s)≤C |a|n+ 3
4

×
∫

R

|ω1|n

(1+ |ω1|)r
|ω1|n

(1+ |aω1|)r

(
1√

|a|(1+ |sω1|)r
+

1
(1+

√
|a| |sω1|)r

)
dω1.

Now we obtain
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I ≤C
(∫

R∗

∫
R

∫
R
|a|n−

11
4 (p3 + |s|p2)

|ω1|2n

(1+ |ω1|)r(1+ |aω1|)r
w(a)

(1+ |sω1|)r dsdω1da

+
∫

R∗

∫
R

∫
R
|a|n−

9
4 (p3 + |s|p2)

|ω1|2n

(1+ |ω1|)r(1+ |aω1|)r
w(a)

(1+
√
|a| |sω1|)r

dsdω1da

)
.

Since the integrand is even in ω1, s and a this can be further simplified as

I ≤ C
(∫

∞

0
an− 11

4 p3(
√

a)
∫

∞

0

ω2n
1

(1+ω1)r(1+aω1)r

∫
∞

0

w(a)
(1+ sω1)r dsdω1da

+
∫

∞

0
an− 11

4 p2(
√

a)
∫

∞

0

ω2n
1

(1+ω1)r(1+aω1)r

∫
∞

0

w(a)s
(1+ sω1)r dsdω1da

+
∫

∞

0
an− 9

4 p3(
√

a)
∫

∞

0

ω2n
1

(1+ω1)r(1+aω1)r

∫
∞

0

w(a)
(1+
√

asω1)r dsdω1da

+
∫

∞

0
an− 9

4 p2(
√

a)
∫

∞

0

ω2n
1

(1+ω1)r(1+aω1)r

∫
∞

0

w(a)s
(1+
√

asω1)r dsdω1da
)

.

Substituting t := sω1 with dt = ω1 ds in the first two integrals and t :=
√

asω1 with
dt =

√
aω1 ds in the last two integrals, we obtain for r > 2 that

I ≤ C

(∫
∞

0

ω
2n−1
1

(1+ω1)r

∫
∞

0
an− 11

4 p3(
√

a)
w(a)

(1+aω1)r dadω1

+
∫

∞

0

ω
2n−2
1

(1+ω1)r

∫
∞

0
an− 11

4 p2(
√

a)
w(a)

(1+aω1)r dadω1

+
∫

∞

0

ω
2n−1
1

(1+ω1)r

∫
∞

0
an− 11

4 p3(
√

a)
w(a)

(1+aω1)r dadω1

+
∫

∞

0

ω
2n−2
1

(1+ω1)r

∫
∞

0
an− 13

4 p2(
√

a)
w(a)

(1+aω1)r dadω1

)
.

Substituting b := aω1 with db = ω1da and bounding w accordingly we conclude
further that
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I ≤ C

∫ ∞

0

ω
n+ 3

4 +ρ1
1

(1+ω1)r

∫
∞

0
p3

(√
b

ω1

)
bn− 11

4 −ρ1

(1+b)r dbdω1

+
∫

∞

0

ω
n− 1

4 +ρ1
1

(1+ω1)r

∫
∞

0
p2

(√
b

ω1

)
bn− 11

4 −ρ1

(1+b)r dbdω1

+
∫

∞

0

ω
n+ 1

4 +ρ1
1

(1+ω1)r

∫
∞

0
p2

(√
b

ω1

)
bn− 13

4 −ρ1

(1+b)r dbdω1

+
∫

∞

0

ω
n+ 3

4−ρ2
1

(1+ω1)r

∫
∞

0
p3

(√
b

ω1

)
bn− 11

4 +ρ2

(1+b)r dbdω1

+
∫

∞

0

ω
n− 1

4−ρ2
1

(1+ω1)r

∫
∞

0
p2

(√
b

ω1

)
bn− 11

4 +ρ2

(1+b)r dbdω1

+
∫

∞

0

ω
n+ 1

4−ρ2
1

(1+ω1)r

∫
∞

0
p2

(√
b

ω1

)
bn− 13

4 +ρ2

(1+b)r dbdω1

 .

Since pk ∈Πk, k = 2,3 we see that the integrals are finite if n≥max( 1
4 +ρ2,

9
4 +ρ1)

and r > n+max( 7
4 +ρ2,

9
4 +ρ1). This finishes the proof. ut

By the help of the following corollary which was proved in [13] we additionally
establish ψ ∈Bw and therewith the existence of atomic decompositions and Banach
frames for S Cp,m.

Corollary 1. Let ψ(x) ∈ L2(R2) fulfill suppψ ∈ QD. Suppose that the weight func-
tion satisfies w(a,s, t) = w(a)≤ |a|−ρ1 + |a|ρ2 for ρ1,ρ2 ≥ 0 and that

|ψ̂(ω1,ω2)|.
|ω1|n

(1+ |ω1|)r
1

(1+ |ω2|)r

for sufficiently large n and r. Then we have that ψ ∈Bw.

5.1 Atomic Decomposition of Besov Spaces

Let us recall the characterization of homogeneous Besov spaces Bσ
p,q from [23], see

also [30, 37]. For inhomogeneous Besov spaces we refer to [36]. For α > 1, D > 1
and K ∈ N0, a K times differentiable function a on Rd is called a K-atom if the
following two conditions are fulfilled:

A1) suppa⊂DQ j,m(Rd) for some m ∈Rd , where Q j,m(Rd) denotes the cube in Rd

centered at α− jm with sides parallel to the coordinate axes and side length 2α− j.
A2) |Dγ a(x)| ≤ α |γ| j for |γ| ≤ K.

Now the homogeneous Besov spaces can be characterized as follows.
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Theorem 7. Let D > 1, σ > 0 and K ∈N0 with K ≥ 1+bσc be fixed. Let 1≤ p≤∞.
Then f ∈ Bσ

p,q if and only if it can be represented 1 as

f (x) = ∑
j∈Z

∑
l∈Zd

λ ( j, l)a j,l(x), (17)

where the a j,l are K-atoms with suppa j,l ⊂ DQ j,l(Rd) and

‖ f‖Bσ
p,q ∼ inf

(
∑
j∈Z

α
j(σ− d

p )q(
∑

l∈Zd

|λ ( j, l)|p
) q

p
) 1

q

where the infimum is taken over all admissible representations (17).

In this section, we are mainly interested in weights

m(a,s, t) = m(a) := |a|−r,r ≥ 0

and use the abbreviation
S Cp,r := S Cp,m.

For simplicity, we further assume in the following that we can use β = τ = 1 in
the U-dense, relatively separated set (14) and restrict ourselves to the case ε = 1. In
other words, we assume that f ∈S Cp,r can be written as

f (x) = ∑
j∈Z

∑
k∈Z

∑
l∈Z2

c( j,k, l)π(α− j,βα
− j/2k,S

α− j/2kAα− j l)ψ(x)

= ∑
j∈Z

∑
k∈Z

∑
l∈Z2

c( j,k, l)α
3
4 j

ψ(α jx1−α
j/2kx2− l1,α j/2x2− l2). (18)

To derive reasonable trace and embedding theorems, it is necessary to introduce the
following subspaces of S Cp,r. For fixed ψ ∈ Bw we denote by S C C p,r the closed
subspace of S Cp,r consisting of those functions which are representable as in (18)
but with integers |k| ≤ α j/2. As we shall see in the sequel for each of these ψ the
resulting spaces S C C p,r embed in the same scale of Besov spaces, and the same
holds true for the trace theorems.

5.2 A Density Result

In most of the classical smoothness spaces like Sobolev and Besov spaces dense
subsets of ‘nice’ functions can be identified. Typically, the set of Schwartz functions
S serves as such a dense subset. We refer to [1] and any book of Hans Triebel
for further information. By the following theorem the same is true for our shearlet
coorbit spaces.

1 In the sense of distributions, a-posteriori implying norm convergence for p < ∞.
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Theorem 8. Let

S0 :=
{

f ∈ S : | f̂ (ω)| ≤
ω2α

1
(1+‖ω‖2)2α

∀ α > 0
}

and m(a,s, t) = m(a,s) := |a|r( 1
|a| + |a|+ |s|)

n for some r ∈R,n≥ 0. Then the set of
Schwartz functions forms a dense subset of the shearlet coorbit space S Cp,m.

Proof. As in [11, Theorem 4.7] it can be shown that S0 is at least contained in
S Cp,m. (Note that in [11] the weight ( 1

|a| + |a|)
r( 1
|a| + |a|+ |s|)

n, r,n > 0 which is
not smaller than 1 was considered.) It remains to show the density. To this end, we
observe from Theorem 3 that certain band-limited Schwartz functions can be used
as analyzing shearlets. Now let us recall that the atomic decomposition in (15) has
to be understood as a limit of finite linear combinations with respect to the shearlet
coorbit norm. However, every finite linear combination of Schwartz functions is
again a Schwartz function, hence (15) implies that we have found for any f ∈S Cp,m
a sequence of Schwartz functions which converges to f . ut

5.3 Traces on the Real Axes

In this subsection which is based on [13], we investigate the traces of functions
lying in certain subspaces of S Cp,r with respect to the horizontal and vertical axes,
respectively. With larger technical effort it is also possible to prove trace theorems
with respect to more general lines.

Theorem 9. Let Trh f denote the restriction of f to the (horizontal) x1-axis, i.e.,
(Trh f )(x1) := f (x1,0). Then Trh(S C C p,r)⊂ Bσ1

p,p(R)+Bσ2
p,p(R), where

Bσ1
p,p(R)+Bσ2

p,p(R) := {h | h = h1 +h2,h1 ∈ Bσ1
p,p(R),h2 ∈ Bσ2

p,p(R)}

and the parameters σ1 and σ2 satisfy the conditions

σ1 = r− 5
4

+
3

2p
, σ2 = r− 3

4
+

1
p
.

Note that σ1 ≤ σ2 for p≥ 2.
Proof. Using (18) we split f into f = f1 + f2, where

f1(x1,x2) := ∑
j≥0

∑
|k|≤α j/2

∑
l∈Z2

c( j,k, l)α
3
4 j

ψ(α jx1−α
j/2kx2− l1,α j/2x2− l2),(19)

f2(x1,x2) := ∑
j<0

∑
l∈Z2

c( j,0, l)α
3
4 j

ψ(α jx1− l1,α j/2x2− l2). (20)

By Corollary 1 we can choose ψ compactly supported in [−D,D]× [−D,D] for
some D > 1. Moreover, we can assume that |Dγ

1ψ| ≤ 1 for 0≤ γ ≤K := max{K1,K2},
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where K1 := 1 + bσ1c, K2 := 1 + bσ2c and where D1ψ denotes the derivative with
respect to the first component of ψ . Now Trh f can be written as

Trh f (x1) = f (x1,0) = ∑
j∈Z

∑
|k|≤α j/2

∑
l∈Z2

c( j,k, l)α
3
4 j

ψ(α jx1− l1,−l2)

= ∑
j∈Z

∑
l1∈Z

∑
|k|≤α j/2

∑
|l2|≤D

c( j,k, l1, l2)α
3
4 j

ψ(α jx1− l1,−l2)

= ∑
j≥0

∑
l1∈Z

λ ( j, l1)a j,l1(x1)+ ∑
j<0

∑
l1∈Z

λ ( j, l1)a j,l1(x1)

= Trh f1(x1)+Trh f2(x1),

where for j ≥ 0,

a j,l1 (x1) :=

 λ ( j, l1)−1α
3
4 j

∑

|k|≤α j/2
∑
|l2|≤D

c( j,k, l1, l2)ψ(α jx1− l1,−l2) if λ ( j, l1) 6= 0,

0 otherwise,

λ ( j, l1) := α
3
4 j

∑
|k|≤α j/2

∑
|l2|≤D

|c( j,k, l1, l2)|,

and for j < 0

a j,l1 (x1) :=

 λ ( j, l1)−1α
3
4 j

∑
|l2|≤D

c( j,0, l1, l2)ψ(α jx1− l1,−l2) if λ ( j, l1) 6= 0,

0 otherwise,

λ ( j, l1) := α
3
4 j

∑
|l2|≤D

|c( j,0, l1, l2)|.

We have that suppψ(α jx1− l1,−l2)⊂DQ j,l1(R) which is also true for all a j,l1 and
by construction we know further that |Dγ a j,l1 | ≤ α jγ , 0≤ γ ≤ K. Thus, the a j,l1 are
K1-atoms on R. Next, we consider

‖Trh f1‖B
σ1
p,p

.
(

∑
j≥0

α
j(σ1− 1

p )p
∑

l1∈Z
|λ ( j, l1)|p

) 1
p

=
(

∑
j≥0

α
jp(σ1+ 3

4−
1
p )

∑
l1∈Z

(
∑

|k|≤α j/2
∑
|l2|≤D

|c( j,k, l1, l2)|
)p
) 1

p
.

Since
(

∑
N
i=1 |zi|

)p ≤ N p−1
∑

N
i=1 |zi|p and the set {k ∈ Z : |k| ≤ α j/2} contains Cα j/2

elements we can estimate

‖Trh f1‖B
σ1
p,p

.
(

∑
j≥0

α
jp(σ1+ 5

4−
3

2p )
∑

|k|≤α j/2
∑

l∈R2

|c( j,k, l)|p
) 1

p

.
(

∑
j∈Z

α
jpr

∑
k∈Z

∑
l∈R2

|c( j,k, l)|p
) 1

p
. ‖ f‖S Cp,r
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with r = σ1 + 5
4 −

3
2p . In the same way we obtain that

‖Trh f2‖B
σ2
p,p

.
(

∑
j<0

α
jp(σ2+ 3

4−
1
p )

∑
l∈R2

|c( j,0, l)|p
) 1

p

.
(

∑
j∈Z

α
jpr

∑
k∈Z

∑
l∈R2

|c( j,k, l)|p
) 1

p
. ‖ f‖S Cp,r

with r = σ2 + 3
4 −

1
p . This completes the proof. ut

By the following corollary the restriction to S C C p,r is not necessary for p = 1.

Corollary 2. For p = 1, the embedding Trh(S C 1,r)⊂ Bσ
1,1(R) with σ = r− 3

4 + 1
p

holds true.

Proof. Following the lines of the previous proof, where the summation with respect
to k is over Z, we obtain

‖Trh f‖Bσ
1,1

. ∑
j∈Z

α
j((σ+ 3

4 )p−1)
∑

l1∈Z
∑
k∈Z

∑
|l2|≤D

|c( j,k, l1, l2)| ≤C‖ f‖S C1,r

with r = σ + 3
4 −

1
p and we are done. ut

Let us turn to traces on the vertical axis.

Theorem 10. Let Trv f denote the restriction of f to the (vertical) x2-axis, i.e.,
(Trv f )(x2) := f (0,x2). Then the embedding Trv(S C C p,r) ⊂ Bσ1

p,p(R) + Bσ2
p,p(R),

holds true, where σ1 is the largest number such that

σ1 + bσ1c ≤ 2r− 9
2

+
3
p
, and σ2 = 2r− 3

2
+

1
p
.

Proof. As in (19) and (20) we split f into f = f1 + f2 , where we can choose ψ

compactly supported in [−D,D]× [−D,D] for some D > 1 and normalized such that
the derivatives of order 0 ≤ γ ≤ K with K := max{K1,K2}, where K1 := 1 + bσ1c,
K2 := 1+ bσ2c are not larger than 1. By the support assumption on ψ we have that

α
− j/2(l2−D) ≤ x2 ≤ α

− j/2(l2 +D),
−kl2−D(1+ |k|) ≤ l1 ≤ −kl2 +D(1+ |k|).

Let Ik,l2 := {r ∈ Z : |r + kl2| ≤ D(1+ |k|)}. Now we obtain that

Trv f (x2) = f (0,x2) = ∑
j∈Z

∑
|k|≤α j/2

∑
l∈Z2

c( j,k, l)α
3
4 j

ψ(−α
j/2kx2− l1,α j/2x2− l2).

This can be rewritten as
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f (0,x2) = ∑
j≥0

∑
l2∈Z

λ ( j, l2)a j,l2(x2)+ ∑
j<0

∑
l2∈Z

λ ( j, l2)a j,l2(x2)

= Trv f1(x2)+Trv f2(x2),

where for j ≥ 0,

a j,l2 (x2) := λ ( j, l2)−1
α

3+2K1
4 j

∑
|k|≤α j/2

∑
l1∈Ik,l2

c( j,k, l1, l2)α−K1 j/2
ψ(−α

j/2kx2− l1,α j/2x2− l2)

if λ ( j, l2) 6= 0 and a j,l2(x2) = 0 otherwise and

λ ( j, l2) := α
3+2K1

4 j
∑

|k|≤α j/2
∑

l1∈Ik,l2

|c( j,k, l1, l2)|

and for j < 0,

a j,l2(x2) := λ ( j, l2)−1
α

3
4 j

∑
|l1|≤D

c( j,0, l1, l2)ψ(−l1,α j/2x2− l2)

if λ ( j, l2) 6= 0 and a j,l2(x2) = 0 otherwise and

λ ( j, l2) := α
3
4 j

∑
|l1|≤D

|c( j,0, l1, l2)|.

We have that suppψ(−α j/2kx2− l1,α j/2x2− l2) ⊂ DQ j,l2(R), where the cube is
considered with respect to

√
α now. This is also true for a j,l2 . For j ≥ 0 we con-

clude by |k| ≤ α j/2 that α−K j/2|Dγ ψ(−α j/2kx2− l1,α j/2x2− l2)| ≤ α
j
2 γ and con-

sequently |Dγ a j,l2 | ≤ α
j
2 γ , γ ≤ K1 . For j < 0 we also have that |Dγ a j,l2 | ≤ α

j
2 γ .

Thus a j,l2 are K1-atoms. We get

‖Trv f1‖B
σ1
p,p

.
(

∑
j∈Z

α
j
2 (σ1− 1

p )p
∑

l2∈Z
|λ ( j, l2)|p

) 1
p

≤
(

∑
j≥0

α
j
2 (σ1− 1

p )p
α

j
2 ( 3+2K1

2 )p
α

j
2 (2− 2

p )p
∑

|k|≤α j/2
∑

l∈R2

|c( j,k, l)|p
) 1

p

≤
(

∑
j∈Z

α
j
2 (σ1+ 7

2 +K1− 3
p )p

∑
|k|≤α j/2

∑
l∈R2

|c( j,k, l)|p
) 1

p

≤
(

∑
j∈Z

α
j
2 (σ1+ 7

2 +1+bσ1c− 3
p )p

∑
|k|≤α j/2

∑
l∈R2

|c( j,k, l)|p
) 1

p

≤
(

∑
j∈Z

α
jpr

∑
k∈Z

∑
l∈R2

|c( j,k, l)|p
) 1

p

. ‖ f‖
S Cp,r
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with r ≥ 1
2 (σ1 + bσ1c+ 9

2 −
3
p ). Analogously we can compute

‖Trv f2‖B
σ2
p,p

.
(

∑
j∈Z

α
j
2 (σ2− 1

p )p
∑

l2∈Z
|λ ( j, l2)|p

) 1
p

≤
(

∑
j<0

α
j
2 (σ2− 1

p + 3
2 )p

∑
l∈R2

|c( j,0, l)|p
) 1

p

≤
(

∑
j∈Z

α
jpr

∑
k∈Z

∑
l∈R2

|c( j,k, l)|p
) 1

p

. ‖ f‖S Cp,r

with r = 1
2 (σ2 + 3

2 −
1
p ) and we are done. ut

Remark 5. An alternative way to obtain trace results would be first to apply the
Besov embedding discussed in the next subsection and afterwards the classical
trace theorem for homogeneous Besov spaces . Let us briefly discuss the relation
between these different approaches. For simplicity we restrict ourselves to the pos-
itives scales and traces to the x2-axis. Usually an application of trace theorems in
Besov spaces leads to a loss of smoothness of order 1/p, that is Tr(Bs

pp(Rd)) =

Bs−1/p
pp (Rd−1), see [23]. Let the coorbit space smoothness index r be fixed. De-

pending on the concrete values of r and p, the direct and the indirect approach can
yield the same result. However, in specific cases it turns out that the direct approach
is superior as we gain some smoothness: Let 2r− 9

2 + 3
p = 2κ + α with κ ∈ Z and

α ∈ [0,2). Then we have for α ∈ [0,1) by Theorem 10 that σ1 = κ +α . On the other
hand, in case α + 1

p ∈ [1,2) an application of Theorem 11 yields S C C p,r ⊂ Bσ̃1
pp,

where σ̃1 = κ +1−ε for arbitrary small ε > 0. Consequently, applying the trace the-
orem for Besov spaces yields smoothness σ̃1−1/p = κ +1−ε−1/p < κ +α = σ1.

5.4 Embedding Results

In this subsection, we prove embedding results of certain subspaces of shearlet coor-
bit spaces into (sums of) homogeneous Besov spaces. But first we provide a result
concerning the embedding within shearlet coorbit spaces. In [18, Section 5.7] some
embedding theorems for general Lp,m coorbit spaces were given. In particular, the
authors mentioned that for a fixed weight m, these spaces are monotonically increas-
ing with p. The following corollary is a special results in this direction.

Corollary 3. For 1 ≤ p1 ≤ p2 ≤ ∞ the embedding S Cp1,r ⊂ S Cp2,r holds true.
Introducing the ‘smoothness spaces’ G r

p := S Cp,r+d( 1
2−

1
p ), this implies the contin-

uous embedding

G r1
p1
⊂ G r2

p2
, if r1−

d
p1

= r2−
d
p2

.
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For convenience we add the simple proof.
Proof. By Theorem 4 we obtain that

‖ f‖S Cp2 ,r . ‖(cε( j,k, l)‖`p2 ,r .
(

∑
j∈Z

α
jrp2 ∑

k,l
ε∈{−1,1}

|cε( j,k, l)|p2
) 1

p2 ,

where cε( j,k, l) is the coefficient belonging in the representation (15) with respect
to (14) to the function π(εα− j,σα− j/2k,S

σα− j/2kAα− j τl)ψ . Since `p1 ⊂ `p2 for
p1 ≤ p2 we get finally that

‖ f‖S Cp2 ,r .
(

∑
j∈Z

α
jrp2
(

∑
k,l

ε∈{−1,1}

|cε( j,k, l)|p1
) p2

p1

) 1
p2

.
(

∑
j∈Z

α
jrp1 ∑

k,l
ε∈{−1,1}

|cε( j,k, l)|p1
) 1

p1 . ‖ f‖S Cp1 ,r .

ut
Next we state our final result.

Theorem 11. The embedding S C C p,r ⊂ Bσ1
p,p(R2) + Bσ2

p,p(R2), holds true, where
σ1 is the largest number such that

σ1 + bσ1c ≤ 2r− 9
2

+
4
p
, and σ2−

bσ2c
2

= r +
3

2p
+

1
4
.

Proof. By (18) we know that f ∈S C C p,r can be written as

f (x) = ∑
j∈Z

∑
|k|≤α j/2

∑
l∈Z2

c( j,k, l)α
3
4 j

ψ(α jx1−α
j/2kx2− l1,α j/2x2− l2),

where we can choose ψ compactly supported in [−D,D]× [−D,D] for some D >
1 and normalized such that the derivatives of order 0 ≤ |γ| ≤ K := max{K1,K2},
K1 := 1+ bσ1c, K2 := 1+ bσ2c are not larger than 1.

We split f ∈S C C p,r as in (19) and (20) into f1 and f2. Then we obtain with the
index transform l1 = r1− kl2 that

f1(x) = ∑
j≥0

∑
|k|≤α j/2

∑
l2∈Z

∑
n1∈Z

∑
r1∈I( j,n1)

c( j,k,r1− kl2, l2)α
3
4 j

×ψ(α jx1−α
j/2kx2− r1 + kl2,α j/2x2− l2)

where I( j,n1) := {r ∈ Z : α j/2(n1−1) < r ≤ α j/2n1}.
For j ≥ 0 we set
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a j,n1,l2(x) := λ ( j,n1, l2)−1
α

3+2K1
4 j

∑
|k|≤α j/2

∑
r1∈I( j,n1)

c( j,k,r1− kl2, l2)

×α
−K1 j/2

ψ(α jx1−α
j/2kx2− r1 + kl2,α j/2x2− l2),

if λ ( j,n1, l2) 6= 0 and a j,n1,l2(x) = 0 otherwise, where

λ ( j,n1, l2) := α
3+2K1

4 j
∑

|k|≤α j/2
∑

r1∈I( j,n1)
|c( j,k,r1− kl2, l2)|.

By the support assumption on ψ , the functions appearing in the definition of a j,n1,m2
are only non-zero if the following conditions are satisfied:

−D≤ α
j/2x2− l2 ≤ D, α

− j/2(l2−D)≤ x2 ≤ α
− j/2(l2 +D)

and
−D≤ α

jx1−α
j/2kx2− r1 + kl2 ≤ D,

α
− jr1 +α

− jk(α j/2x2− l2)−α
− jD ≤ x1 ≤ α

− jr1 +α
− jk(α j/2x2− l2)+α

− jD,

α
− jr1−α

− j/2(2D) ≤ x1 ≤ α
− jr1 +α

− j/2(2D),

α
− j/2n1−α

− j/2(3D) ≤ x1 ≤ α
− j/2n1 +α

− j/2(2D).

Thus, a j,n1,l2 is supported in 3DQ j,n1,l2 , where the cube is considered with respect to
√

α . The appropriate bounds |Dγ a j,n1,l2 | ≤ α
j
2 |γ|, |γ| ≤ K1 can be derived as in the

previous proof. Hence the functions a j,n1,l2 are K1-atoms.
Now we obtain for

f1(x) = ∑
j≥0

∑
l2∈Z

∑
n1∈Z

λ ( j,n1, l2)a j,n1,l2(x)

that

‖ f1‖p
B

σ1
p,p

. ∑
j∈Z

α
j
2 (σ1− 2

p )p
∑

l2∈Z
∑

n1∈Z
|λ ( j,n1, l2)|p

= ∑
j∈Z

α
j
2 (σ1− 2

p )p
α

j
2 ( 3+2K1

2 )p
∑

l2∈Z
∑

n1∈Z

∣∣∣∣∣∣ ∑
|k|≤α j/2

∑
r1∈I( j,n1)

|c( j,k,r1− kl2, l2)|

∣∣∣∣∣∣
p

≤ ∑
j∈Z

α
j
2 p(σ1+ 7

2 +K1− 4
p )

∑
l2∈Z

∑
n1∈Z

∑
|k|≤α j/2

∑
r1∈I( j,n1)

|c( j,k,r1− kl2, l2)|p

= ∑
j∈Z

α
j
2 p(σ1+ 9

2 +bσ1c− 4
p )

∑
|k|≤α j/2

∑
l1∈Z

∑
l2∈Z
|c( j,k, l1, l2)|p

. ‖ f‖p
S Cp,r

.

In the case j < 0 we obtain with J( j,n2) := {r : α− j/2(n2−1) < r ≤ α− j/2n2} that
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f2(x) = ∑
j<0

∑
l1∈Z

∑
l2∈Z

c( j,0, l1, l2)α
3
4 j

ψ(α jx1− l1,α j/2x2− l2)

= ∑
j<0

∑
l1∈Z

∑
n2∈Z

∑
r2∈J( j,n2)

c( j,0, l1,r2)α
3
4 j

ψ(α jx1− l1,α j/2x2− r2)

= ∑
j<0

∑
l1∈Z

∑
n2∈Z

λ ( j, l1,n2)a j,l1,n2(x),

where

a j,l1,n2 (x) := λ ( j, l1,n2)−1
α

3−2K2
4 j

∑
r2∈J( j,n2)

c( j,0, l1,r2)α
jK2
2 ψ(α jx1− l1,α j/2x2− r2),

λ ( j, l1,n2) := α
3−2K2

4 j
∑

r2∈J( j,n2)
|c( j,0, l1,r2)|

and a j,l1,n2(x) := 0 if λ j,l1,n2 = 0. By the support assumption on ψ we get

α
− j(l1−D) ≤ x1 ≤ α

− j(l1 +D),

α
− j/2(r2−D) ≤ x2 ≤ α

− j/2(r2 +D), i.e., α
− j(n2−2D) ≤ x2 ≤ α

− j(n2 +D).

Consequently, a j,l1,n2 is supported in 2DQ j,l1,n2 . Since 1 ≥ α j|γ|/2 ≥ α j|γ| ≥ α jK2

for 0≤ |γ| ≤ K2 and j < 0 we obtain further that |Dγ a j,n1,l2 | ≤ α jK2/2α j|γ|/2 ≤ α j|γ|

so that a j,l1,n2 are K2-atoms. Thus,

‖ f2‖p
B

σ2
p,p

. ∑
j∈Z

α
j(σ2− 2

p )p
∑

l1∈Z
∑

n2∈Z
|λ ( j, l1,n2)|p

≤ ∑
j<0

α
j(σ2− 2

p + 3−2K2
4 )p

∑
l1∈Z

∑
n2∈Z

∣∣∣∣∣ ∑
r2∈J( j,n2)

c( j,0, l1,r2)

∣∣∣∣∣
p

≤ ∑
j<0

α
j(σ2− 3

2p + 1
4−

K2
2 )p

∑
l∈R2

|c( j,0, l)|p

≤ ∑
j∈Z

α
jpr

∑
k∈Z

∑
l∈R2

|c( j,k, l)|p

. ‖ f‖p
S Cp,r

,

where r = σ2− 3
2p −

1
4 −

bσ2c
2 . ut

Remark 6. Embedding results in Besov spaces have also been shown for the curvelet
setting by Borup and Nielsen [2]. However, the technique used by these authors is
completely different. In contrast to our approach they work in the frequency domain.
We prefer to consider the time domain with flexible atomic decompositions for the
following reasons. As already outlined above time domain techniques provide a
very natural way to derive trace theorems which might be very difficult or even im-
possible in the Fourier domain. Moreover, since we are working with compactly
supported atoms the treatment of shearlet coorbit spaces on bounded domains, in-
cluding again embedding and trace theorems, seems to be manageable.
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It has also turned out that our approach provides some advantages for higher
dimensions. Trace theorems for shearlet coorbit spaces on Rd , d ≥ 3 to higher di-
mensional hyperplanes are not straightforward since it is not clear that these traces
will also be contained in Besov spaces. One natural conjecture would be that the
traces of shearlet coorbit spaces on R3 with respect to two-dimensional hyperplanes
are again shearlet coorbit spaces . This conjecture was proved in [8]. As expected
flexible atomic and molecular decomposition molecular decomposition techniques
for shearlet coorbit spaces can be applied.

6 Analysis of Singularities

In this section, we deal with the decay of the shearlet transform at hyperplane singu-
larities and at special simplex singularities in Rd . For the behaviour of the shearlet
transform at singularities in R2 we refer to [32, 38].

6.1 Hyperplane Singularities

We consider (d−m)-dimensional hyperplanes in Rd , m = 1, . . . ,d− 1 through the
origin given byx1

...
xm


︸ ︷︷ ︸

xA

+ P

xm+1
...

xd


︸ ︷︷ ︸

xE

=

0
...
0

 , P :=

 pT
1
...

pT
m

 ∈ Rm,d−m. (21)

Note that this setting excludes some special hyperplanes, e.g., for d = 3 and m = 1
planes containing the x1-axis and for d = 3 and m = 2 lines contained within the
x1x2–plane. To detect such hyperplane singularities one has to perform a simple
variable exchange in the shearlet stetting or to define ‘cone adapted shearlets’ similar
to [32].

Let δ denote the Delta distribution. Then we obtain for

νm := δ (xA +PxE)

that

ν̂m(ω) =
∫

Rd
δ (xA +PxE)e−2πi(〈xA,ωA〉+〈xE ,ωE 〉) dx

=
∫

Rd−m
e−2πi(−〈PxE ,ωA〉+〈xE ,ωE 〉) dxE

= δ (ωE −PT
ωA). (22)
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The following theorem describes the decay of the shearlet transform at hyperplane
singularities. We use the notation SH ψ f (a,s, t)∼ |a|r as a→ 0, if there exist con-
stants 0 < c≤C < ∞ such that

c|a|r ≤ |SH ψ f (a,s, t)| ≤C|a|r as a→ 0.

Theorem 12. Let ψ ∈ L2(Rd) be a shearlet satisfying ψ̂ ∈C∞(Rd). Assume further
that ψ̂(ω) = ψ̂1(ω1)ψ̂2(ω̃/ω1), where supp ψ̂1 ∈ [−a1,−a0]∪ [a0,a1] for some a1 >
a0 ≥ α > 0 and supp ψ̂2 ∈ Qb. If

(sm, . . . ,sd−1) = (−1,s1, . . . ,sm−1)P and (t1, . . . , tm) =−(tm+1, . . . , td)PT, (23)

then
SHψ νm(a,s, t)∼ |a|

1−2m
2d as a→ 0. (24)

Otherwise, the shearlet transform SHψ νm decays rapidly, i.e., faster than any poly-
nomial, as a→ 0.

The condition (23) requires that the shearlet is aligned with the hyperplane (21) and
that t lies within the hyperplane. The condition on ψ̂1 and ψ̂2 can be relaxed toward
a rapid decay of the functions.

Proof. An application of Plancherel’s theorem for tempered distribution together
with (22) and (7) yields

SH ψ νm(a,s, t) := 〈νm,ψa,s,t〉= 〈ν̂m, ψ̂a,s,t〉

=
∫

Rd
δ (ωE −PT

ωA)|a|1−
1

2d e2πi〈t,ω〉 ¯̂ψ
(

aω1,sgn(a)|a|
1
d (ω1s+ ω̃)

)
dω

= |a|1−
1

2d

∫
Rm

e2πi〈tA+PtE ,ωA〉 ¯̂ψ
(

aω1,sgn(a)|a|
1
d (ω1s+

(
ω̃A

PTωA

)
)
)

dωA

with ω̃A = (ω2, . . . ,ωm)T for m ≥ 2. In the following, we restrict our attention to
the case m ≥ 2. If m = 1, we can simply neglect ω̃A and the assertion follows in a
similar way. By definition of ψ̂ this can be rewritten as

|a|1−
1

2d

∫
Rm

e2πi〈tA+PtE ,ωA〉 ¯̂ψ1(aω1) ¯̂ψ2

(
|a|

1
d−1(s+

1
ω1

(
ω̃A

PTωA

)
)
)

dωA.

Substituting ξ̃A = (ξ2, . . . ,ξm)T := ω̃A/ω1, i.e., dω̃A = |ω1|m−1 dξ̃A, we get

SH ψ νm(a,s, t) = |a|1−
1

2d

∫
R

∫
Rm−1

e2πiω1〈tA+PtE ,(1,ξ̃ T
A)T〉 ¯̂ψ1(aω1)|ω1|m−1

× ¯̂ψ2

(
|a|

1
d−1(s+

(
ξ̃A

PT(1, ξ̃ T
A)T

)
)
)

dξ̃Adω1
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and further by substituting ξ1 := aω1

SH ψ νm(a,s, t) = |a|1−m− 1
2d

∫
Rm−1

∫
R

e2πi ξ1
a 〈tA+PtE ,(1,ξ̃ T

A)T〉|ξ1|m−1 ¯̂ψ1(ξ1)dξ1

× ¯̂ψ2

(
|a|

1
d−1(s+

(
ξ̃A

PT(1, ξ̃ T
A)T

)
)
)

dξ̃A.

Finally, by substituting ω̃A := |a| 1d−1(ξ̃A +sa), where sa := (s1, . . . ,sm−1)T and se :=
(sm, . . . ,sd−1)T, we obtain

SH ψ νm(a,s, t) = |a|
1−2m

2d

∫
Rm−1

∫
R

e2πi ξ1
a 〈tA+PtE ,(1,|a|1−1/d ω̃T

A−sT
a)〉|ξ1|m−1 ¯̂ψ1(ξ1)dξ1

× ¯̂ψ2

 ω̃A

|a| 1d−1(se−PT

(
−1
sa

))
+PT

(
0

ω̃A

) dω̃A.

If the vector

se−PT

(
−1
sa

)
6= 0d−m (25)

then at least one component of its product with |a|1/d−1 becomes arbitrary large as
a→ 0. On the other hand, by the support property of ψ̂2, we conclude that ψ̂2(ω̃A, ·)
becomes zero if ω̃A is not in Q(b1,...,bm−1) ⊂ Rm−1. But for all ω̃A ∈ Q(b1,...,bm−1) at
least one component of

|a|
1
d−1(se−PT

(
1
sa

))
+PT

(
0

ω̃A

)
is not within the support of ψ̂2 for a sufficiently small so that ψ̂2 becomes zero
again. Assume now that we have equality in (25). Then

SH ψ νm(a,s, t) = |a|
1−2m

2d

∫
Rm−1

∫
R

e2πi ξ1
a 〈tA+PtE ,(1,|a|1−1/d ω̃T

A−sT
a)〉|ξ1|m−1 ¯̂ψ1(ξ1)dξ1

× ¯̂ψ2

 ω̃A

PT

(
0

ω̃A

) dω̃A

= C |a|
1−2m

2d

∫
Rm−1

ψ̃
(m−1)
1

(
〈tA +PtE ,(1, |a|1−1/d

ω̃
T
A− sT

a)〉/a
)

× ¯̂ψ2

 ω̃A

PT

(
0

ω̃A

) dω̃A,
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SH ψ νm(a,s, t) = C |a|
1−2m

2d

∫
Rm−1

ψ̃
(m−1)
1

(
〈tA +PtE ,

(
|a|1/d−1

ω̃T
A−|a|1/d−1sa

)
〉 |a|−

1
d

)

× ¯̂ψ2

 ω̃A

PT

(
0

ω̃A

) dω̃A,

where ψ̃1 has the Fourier transform ˆ̃ψ1(ξ1) := ¯̂ψ1(ξ1) for ξ1 ≥ 0 and ˆ̃ψ1(ξ1) :=
− ¯̂ψ1(ξ1) for ξ1 < 0. Since by our assumptions the support of ψ̂1 is bounded away
from the origin, we see that ˆ̃ψ1 is again in C∞(R). If tA + PtE 6= 0m, then, since
ψ̂1 ∈ C∞ the function ψ̃

(m−1)
1 decays rapidly as a→ 0 for all ω̃A in the bounded

domain, where ψ̂2 doesn’t become zero. Consequently, the value of the shearlet
transform decays rapidly. If tA +PtE = 0m, then

SH ψ νm(a,s, t) = C |a|
1−2m

2d ψ̃
(m−1)
1 (0)

∫
Rm−1

¯̂ψ2

 ω̃A

PT

(
0

ω̃A

) dω̃A ∼ |a|
1−2m

2d .

This finishes the proof. ut

Remark 7. Other choices of the dilation matrix are possible, e.g.,

Aa :=

(
a 0T

d−1

0d−1 sgn(a)
√
|a| Id−1

)
.

Then we have to replace (24) by |a| d−2m−1
4 which increases for d < 2m+1 as a→ 0.

Therefore, we prefer our choice.

6.2 Tetrahedron Singularities

In the following, we deal with the cone C in the first octant of R3 given by

C := {x = Ct : t ≥ 0 componentwise},

where

C := (p q r) =

 1 1 1
p1 q1 r1
p2 q2 r2

 , p j,q j,r j > 0, j = 1,2

and the vectors p,q,r are linearly independent. The vector

npq :=
(

1,
p2−q2

p1q2− p2q1
,

q1− p1

p1q2− p2q1

)T

=
(
1, ñT

pq
)T
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is a multiple of the normal vector of the plane spanned by p and q. Similarly, we use
the notation npr, nqr for the corresponding vectors perpendicular to the pr-plane and
qr-plane. Let χC denote the characteristic function of the cone C . Since the Fourier
transform of the Heavyside function H is

Ĥ(ω) =
1

2πi
pv
(

1
ω

)
+
√

π

2
δ (ω),

see [22, p. 340], we obtain that

χ̂C (ω) =
∫

C
e−2πi〈x,ω〉 dx = |detC|

∫
R3

+

e−2πi〈t,CTω〉 dt

= c1

(
1

pTω

1
qTω

1
rTω

)
+ c2

(
1

pTω

1
qTω

δ (rT
ω)+

1
pTω

1
rTω

δ (qT
ω)+

1
qTω

1
rTω

δ (pT
ω)
)

+ c3

(
1

pTω
δ (qT

ω)δ (rT
ω)+

1
qTω

δ (pT
ω)δ (rT

ω)+
1

rTω
δ (pT

ω)δ (qT
ω)
)

+ c4 (δ (pT
ω)δ (qT

ω)δ (rT
ω)) (26)

with nonzero constants c j, j = 1,2,3,4. We have omitted the pv to simplify the
notation. This can be used to prove the following theorem.

Theorem 13. Let ψ ∈ L2(R3) be a shearlet satisfying ψ̂ ∈C∞(R3). Assume further
that ψ̂(ω) = ψ̂1(ω1)ψ̂2(ω̃/ω1), where supp ψ̂1 ∈ [−a1,−a0]∪ [a0,a1] for some a1 >
a0 ≥ α > 0 and supp ψ̂2 ∈ Qb. Let a > 0. If

1− p1s1− p2s2 6= 0, 1−q1s1−q2s2 6= 0, 1− r1s1− r2s2 6= 0 and t = (0,0,0)T,

then
SHψ χC (a,s, t)∼ a13/9.

If

1− p1s1− p2s2 = 0, 1−q1s1−q2s2 6= 0, 1− r1s1− r2s2 6= 0 or
1−q1s1−q2s2 = 0, 1− p1s1− p2s2 6= 0, 1− r1s1− r2s2 6= 0 or
1− r1s1− r2s2 = 0, 1− p1s1− p2s2 6= 0, 1−q1s1−q2s2 6= 0

and t1− t2s1− t3s2 = 0 which is in particular the case if t = cp, t = cq or t = cr,
resp., then

SHψ χC (a,s, t) . a3/2.

If

s =−ñpq, nT
pqt = 0 or s =−ñpr, nT

prt = 0 or s =−ñqr, nT
qrt = 0

then
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SHψ χC (a,s, t) . a5/6.

Otherwise, the shearlet transform SHψ χC (a,s, t) decays rapidly as a→ 0.

Fig. 2 illustrates the decay of the shearlet transform.

a 
13/6  

a 
9/6 

q 

p 

l 

a 
5/6 
u 

r 

Fig. 2 Decay of the shearlet transform of the characteristic function of the cone C : we have ? if
ŝ 6⊥ p,q,r, • if ŝ ⊥ p but ŝ 6⊥ q,r and � if ŝ ⊥ p,q, where ŝ := (1,−s1,−s2)T is orthogonal to the
plane containing the largest shearlet value.

Proof. To determine the decay of SHψ χC (a,s, t) = 〈χ̂C , ψ̂a,s,t〉 as a→ 0, we con-
sider the four parts of (26) separately.
1. Since p,q,r are linearly independent, we have by the support of ψ̂ that

〈δ (pT·)δ (qT·)δ (rT·), ψ̂a,s,t〉= ψ̂a,s,t(0) = 0.

2. Next we obtain

〈δ (pT·)δ (qT·) 1
rT·

, ψ̂a,s,t〉

= a5/6 1
rTnpq

∫
R

e2πiω1〈t,npq〉
¯̂ψ1(aω1)

ω1
¯̂ψ2

(
a−2/3(s+ ñpq)

)
dω1

∼ a5/6 ¯̂ψ2

(
a−2/3(s+ ñpq)

) ∫
R

e2πiξ1〈t,npq〉/a
¯̂ψ1(ξ1)

ξ1
dξ1. (27)

If s 6= −ñpq, then (27) becomes zero for sufficiently small a since ¯̂ψ2 is compactly
supported. If s =−ñpq, then

〈δ (pT·)δ (qT·) 1
rT·

, ψ̂a,s,t〉 ∼ a5/6
φ1(〈t,npq〉/a),

where φ1 defined by φ̂1(ξ ) := ¯̂ψ1(ξ )/ξ ∈S is rapidly decaying. Thus, the above
expression decays rapidly as a→ 0 except for nT

pqt = 0, i.e., t is in the pq-plane,
where the decay is a5/6.
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3. For I3 := 〈δ (pT·) 1
qT·

1
rT· , ψ̂a,s,t〉 we get with ω3 =−(ω1 + p1ω2)/p2 that

I3 = a5/6
∫

R2
e2πi〈t,ω〉 ¯̂ψ1(aω1) ¯̂ψ2

(
a−2/3

(
s+

1
ω1

(
ω2
ω3

)))
1

qTω

1
rTω

dω1dω2.

Substituting first ξ2 := a−2/3(s1 +ω2/ω1) and then ξ1 := aω1 this becomes

I3 = a3/2
∫

R2
e2πiξ1

(
t1−

t3
p2
−s1(t2−

p1t3
p2

)
)
/a e2πiξ1ξ2(t2−

p1t3
p2

)/a1/3 ¯̂ψ1(ξ1)
ξ1

× ¯̂ψ2

(
ξ2

a−2/3(− 1
p2

+ p1
p2

s1 + s2)− p1
p2

ξ2

)
1

gpq(ξ2)
1

gpr(ξ2)
dξ1dξ2

where gpq(ξ2) := 1− q2
p2
−s1(q1− p1q2

p2
)+a2/3ξ2(q1− p1q2

p2
). If 1− p1s1− p2s2 6= 0,

then ¯̂ψ2
(
(ξ2,a−2/3(− 1

p2
+ p1

p2
s1 + s2)− p1

p2
ξ2)T

)
becomes zero for sufficiently small

a by the support property of ψ̂2.
Let 1− p1s1− p2s2 = 0.
3.1. If 1− q2

p2
−s1(q1− p1q2

p2
) 6= 0, i.e., s1 6=− p2−q2

p1q2−p2q1
and 1− r2

p2
−s1(r1− p1r2

p2
) 6=

0, i.e., s1 6=− p2−r2
p1r2−p2r1

, then the function φ2 defined by φ̂2 :=
¯̂ψ2

(
ξ2(1,− p1

p2
)T
)

gpq(ξ2)gpr(ξ2) ∈S is
rapidly decaying and we obtain

I3 = a3/2
∫

R1
e2πiξ1

(
t1−

t3
p2
−s1(t2−

p1t3
p2

)
)
/a ¯̂ψ1(ξ1)

ξ1
φ2

(
ξ1(t2 p2− p1t3)

p2 a1/3

)
dξ1

If t2 p2− p1t3 6= 0, then

φ2

(
ξ1(t2 p2− p1t3)

p2 a1/3

)
≤C

a2r/3

a2r/3 +‖ξ1(t2− p1t3/p2)‖2r
∀r ∈ N

and since ¯̂ψ1(ξ1) = 0 for ξ1 ∈ [−a0,a0], we see that I3 is rapidly decaying as a→ 0.
If t2 p2− p1t3 = 0, then

I3 ∼ a3/2
φ1

(
t1− t3

p2

a

)
which decays rapidly as a→ 0 except for t1 p2 = t3. Now t2 p2− p1t3 = 0 and t1 p2 =
t3 imply that t = c p, c ∈ R. In this case we have that I3 ∼ a3/2.
3.2. If s1 =− p2−q2

p1q2−p2q1
and consequently s =−ñpq, then
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I3 ∼ a5/6
∫

R2
e2πiξ1

(
t1−

t3
p2
−s1(t2−

p1t3
p2

)
)
/a e2πiξ1ξ2(t2−

p1t3
p2

)/a1/3 ¯̂ψ1(ξ1)
ξ1

×
¯̂ψ2 (ξ2(1,−p1/p2)T)

gpr(ξ2)
1
ξ2

dξ2dξ1

∼ a5/6
∫

R
e2πiξ1

(
t1−

t3
p2
−s1(t2−

p1t3
p2

)
)
/a ¯̂ψ1(ξ1)

ξ1
(φ2 ∗ sgn)

(
ξ1(p2t2− p1t3)

p2a1/3

)
dξ1

. a5/6
φ1

(
t1− t3

p2
− s1(t2− p1t3

p2
)

a

)
,

where φ2 and φ1 are defined by φ̂2(ξ2) :=
¯̂ψ2(ξ2(1,−p1/p2)T)

gpr(ξ2) ∈ S and φ̂1(ξ1) :=
¯̂ψ1(ξ1)

ξ1
∈S . The last expression decays rapidly as a→ 0 except for t1− t3

p2
− s1(t2−

p1t3
p2

) = 0, where I3 . a5/6. Together with the conditions on s the later is the case if
nT

pqt = 0.
4. Finally, we examine I4 := 〈 1

pT·
1

qT·
1

rT· , ψ̂a,s,t〉. We obtain

I4 = a5/6
∫

R3
e2πi〈t,ω〉 ¯̂ψ1(aω1) ¯̂ψ2

(
a−2/3

(
s+

1
ω1

(
ω2
ω3

)))
1

pTω

1
qTω

1
rTω

dω

and further by substituting ξ j := a−2/3(s j−1 +ω j/ω1), j = 2,3 and ξ1 := aω1

I4 = a13/6
∫

R3
e2πiξ1(t1+t2(a2/3ξ2−s1)+t3(a2/3ξ3−s2))/a

¯̂ψ1(ξ1)
ξ1

×
¯̂ψ2 ((ξ2,ξ3)T)

gp(ξ2,ξ3)gq(ξ2,ξ3)gr(ξ2,ξ3)
dξ ,

where gp(ξ2,ξ3) := 1− p1s1− p2s2 +a2/3(ξ2 p1 +ξ3 p2).
4.1. If 1− p1s1− p2s2 6= 0, 1− q1s1− q2s2 6= 0 and 1− r1s1− r2s2 6= 0, then φ2

defined by φ̂2(ξ2,ξ3) :=
¯̂ψ1((ξ2,ξ3)T)

gp(ξ2,ξ3)gq(ξ2,ξ3)gr(ξ2,ξ3) ∈S is rapidly decaying and

I4 = a13/6
∫

R
e2πiξ1(t1−t2s1−t3s2)/a

¯̂ψ1(ξ1)
ξ1

φ2(ξ1(t2, t3)/a1/3)dξ1,

Similarly as before, we see that I4 decays rapidly as a→ 0 if (t2, t3) 6= (0,0). For
t2 = t3 = 0 we conclude that I4 ∼ a13/6φ1 ((t1− t2s1− t3s2)/a). The right-hand side
is rapidly decaying as a→ 0 except for t1− t2s1− t3s2 = 0, i.e., for t = (0,0,0)T,
where I4 ∼ a13/6.
4.2. If 1− p1s1− p2s2 = 0 and 1−q1s1−q2s2 6= 0, 1− r1s1− r2s2 6= 0, we obtain

with φ̂2(ξ2,ξ3) :=
¯̂ψ1((ξ2,ξ3)T)

gq(ξ2,ξ3)gr(ξ2,ξ3) ∈S that
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I4 = a3/2
∫

R3
e2πiξ1(t1−t2s1−t3s2)/a e2πiξ1(t2ξ2+t3ξ3)/a1/3 ¯̂ψ1(ξ1)

ξ1

× φ̂2(ξ2,ξ3)
1

p1ξ2 + p2ξ3
dξ

∼ a3/2
∫

R
e2πiξ1(t1−t2s1−t3s2)/a

¯̂ψ1(ξ1)
ξ1

(φ2 ∗h)(ξ1(t2, t3)/a1/3)dξ1

. a3/2
φ1(t1− t2s1− t3s2)/a),

where h(u,v) := sgn(−v/p2)δ (t2− p1t3/p2). Thus I4 decays rapidly as a→ 0 ex-
cept for t1− t2s1− t3s2 = 0.
4.3. Let 1− p1s1− p2s2 = 0 and 1−q1s1−q2s2 = 0, i.e., s =−ñpq. Then we obtain

with φ̂2(ξ2,ξ3) :=
¯̂ψ1((ξ2,ξ3)T)

gr(ξ2,ξ3) ∈S that

I4 = a5/6
∫

R3
e2πiξ1(t1−t2s1−t3s2)/a e2πiξ1(t2ξ2+t3ξ3)/a1/3 ¯̂ψ1(ξ1)

ξ1

× φ̂2(ξ2,ξ3)
1

p1ξ2 + p2ξ3

1
q1ξ2 +q2ξ3

dξ

= a5/6
∫

R
e2πiξ1(t1−t2s1−t3s2)/a

¯̂ψ1(ξ1)
ξ1

(φ2 ∗h)(ξ1(t2, t3)/a1/3)dξ1

. a5/6
φ1(t1− t2s1− t3s2)/a),

where h(u,v) := sgn p2u−p1v
p1q2−q1 p2

sgn q2u−q1v
p1q2−q1 p2

. If t1−t2s1−t3s2 = 0, i.e., nT
pqt = 0, then

I4 . a5/6, otherwise we have a rapid decay as a→ 0. This finishes the proof. ut
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