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Abstract: We are developing a regqularization technique for Perona—Malik
diffusion equations that relies on multiresolution techniques. The main result of
this paper is to show that the chosen discretization overcomes the ill-posedness
of the nonlinear Perona—Malik model. The resulting algorithm is tested and the
results are compared with pizel-based methods.
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1 Introduction

An important field in image processing is the restoration of the ‘true’ or the
‘cartoon’ image from some given noisy and blurred version of it. There are sev-
eral ways to attack the restoration problem, e.g. by solving a related variational
formulation or by solving a partial differential equation.

In this paper we focus on image restoration methods by means of partial
differential equations which induce a smoothing while keeping the edge infor-
mation. A very prominent image smoothing model was introduced by Perona
and Malik, see [14], which results in a nonlinear diffusion equation

Opu = div(g(|Vul?)Vu), (1)

where g is supposed to be a non—negative, smooth, non—increasing function with
g(0) = 1 and g tending to zero at infinity. Typically, the function g should be
chosen such that the diffusion process described by (1) behaves like a linear
diffusion for small gradients and does nothing for large gradients. In [14], it
is suggested to choose g(z) = (1 + x/A?)~!. When now considering the flow
function ®(x) = g(z?)z, we have a change of the sign of ® when |z| > \. This,
unfortunately, induces ill-posedness of (1).

There exists now several ways to circumvent the ill-posedness. The very
first way is to choose diffusivities g for which (1) remains well-posed, see e.g.
[19]. But in principle, such functions will have a very slow decay what implies
undesired filtering properties such as edge smoothing. Thus, the second way is
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to overcome ill-posedness by a reasonable regularization of (1). This, moreover,
allows a more unrestricted choice of smoothing properties of (1).

We shall follow the second way and develop a regularization of (1) which is
based on multi-resolution discretization. The involved techniques are in princi-
ple similar to Weickert’s finite-differences methods , see [10, 19, 20]: discretize
spatially problem (1) and obtain a system of ordinary differential equations
du/dt = A(u)u that can be solved by simple means. It is shown in [20], when
using a finite difference discretization, that under certain conditions on the ma-
trix A(u) (A(u) € C!, symmetry, non-negative off diagonals, irreducibility) the
system of ODFE’s exhibits well-posedness, continuous dependency on the initial
values and on the right hand side, mean-value conservation, extremum principle,
and, finally, convergence to the stationary constant state.

As a result, we show that the system of ODE’s obtained when discretizing
with multi-resolution generator functions yields a well-posed problem. Thus,
this method represents an alternative method in regularizing nonlinear diffu-
sion equations. But beside the theoretical result (on which is the focus in this
paper), the scheme that comes out has a comparable numerical complexity as
pixel-based Perona—Malik implementations.

The organization of the paper is as follows: in Section 2 we summarize all
mathematical ingredients; in Section 3 we present our multi-resolution—based
discretization and prove the main result; Section 4 is concerned with the concrete
applications/experiments.

2 Technical Building Blocks

In this section, we declare the setting and the necessary means that are needed
for our purposes.

Let Q = [0,1]? be the two dimensional domain of our image u. Then, for
T > 0, equation (1) is defined for all functions u : (0,7)xQ — R with continuous
derivative on (0,T) and such that u(t,.) € C?(Q2) for all t € (0,T). This can be
relaxed when writing (1) in its variational (weak) formulation. Then it is enough
to require u € C*(0,T; H(£2)). Note that here we do not focus on applying the
classical Galerkin idea to approximate the solution of the continuous problem
since we do not have existence of a continuous solution in general, see [10].
Instead, we choose just one particular subspace V; C H'(Q) for some fixed j
and aim to solve the related discretized problem. The choice of the subspace V;
is of significant importance when aiming at regularization and thrifty algorithm.

Since we focus on a periodic framework, we aim at ansatz spaces V; on the
torus (instead on € itself). When discretizing (1), it would be also desirable
to have an ansatz system (spanning the subspace V;) that is nicely adapted to
the application of the V-operator and, moreover, that ensures a simple way to
compute the remaining inner products and integral terms.

One natural choice is an ansatz space V; stemming from a multiresolution
analysis, see for conceptual details [6]. Since this concept in its initial shape
meets not all our specific requirements, we have to adjust it. The individual
building blocks of the proposed adjustment can only be found in the widespread
literure. Thus, for sake of coherence and to see them interacting we briefly sketch
them here.



Multiresolution analysis on the torus. A detailed introduction can be found
in [5, 6]. We limit ourselves to sketching the essential facts that are required for
our purpose. As mentioned above, let us consider instead the 2-dimensional unit
square ) the torus T2 := R?/Z2. For this purpose we have to apply a periodiza-
tion map from Ly (IR?) to Lo(T?) which is given by [f](z) — > ,cza f(z+1). Let
now M € Z**2? be a given integer matrix where its eigenvalues have modulus
larger than one, and let h = (hy)pezz € €2(Z?). Then a function ¢ € Ly(R?) is
called (M, h)-refinable, if for all z € R?

dx) =m'? > hpp(Ma — k), (2)

kezZ?

with mask i = {hj}yeze and scaling matrix M, where m = |det M|. Set ¢/ :=
m?/2p(MI-—k) for j € Z and k € Z?. Then a refinable function ¢ € Ly(R?) with
[ ¢dx # 0 and with fo-stable system {qﬁ% k € Z?} generates a multiresolution
analysis of Lo(R?). Such a refinable function is often called a scaling function.
The introduced periodization map can now be applied to ¢ in order to construct
a multiresolution analysis for Lo(T?),

[0 =D ¢l +1)=m!?> " ¢(MI(-+1) - k).
=y =y

It can be easily seen that the rescaling property (2) holds also true for the
periodized version of ¢, i.e. we have [¢0](z) = >,z hiép](2). Introducing
now Z2J := 7?2 /(M’Z?), one can define the spaces

[V;] := span{[¢}], k € 22}

that fullfil all properties of a multiresolution analysis of Ly(T?), see for details
[5]. These spaces will be the basis for our further elaborations.

Interpolating scaling functions and quadrature Tule. Solving the variational
formulation requires at least the evaluation of the corresponding stiffness matrix
and the integral term originating from the nonlinear part. As long as the entries
of the stiffness matrix are refinable functions, it is shown that there is an exact
way of computing the entries, see [4]. The remaining integral terms need to
be approximated. The hope is to construct an easy to implement quadrature
rule. Starting point are interpolating scaling functions. An interpolating scaling
function fulfills ¢ (k) = g & for all k € Z9. A very simple construction scheme is
given, in the one dimensional case, by the so—called Deslauriers-Dubuc scaling
functions, see e.g. [7, 9],

¢*N () = (N * ¢V (2),

where * stands for convolution, §(-) = g(—-), and ¢V denotes here a compactly
supported Daubechies scaling functions of order N, see e.g. [8, 11, 13]. These
Deslauriers-Dubuc scaling functions are again compactly supported and gener-
ate a multiresolution analysis with easy to derive duals, see [2]. In order to
construct a quadrature rule, we introduce the following interpolation projector

mi(v) = m=I/? Z U(Mijk)w)i]

keZ?.3



for we define a simple quadrature rule for fQ vdzx via

Q(/dex)::/ m(w)dr =m™ 3" o(M k).

keZ?:3

Proposition 2.1. Let m; be the interpolation operator associated with a contin-
uous, compactly supported (M, h)-refinable function ¢ belonging to the Sobolev
space W™ (L1(R®)) for some n € N and for which {¢2, k € Z?} is l-stable. Then
there exists C > 0, such that for all v € W (Lo (T?)) the error estimate

| / 2)dz — / L (v)da| < Cr(M)—I D),

where r(M) denotes the spectral radius of M.

For a proof of the latter proposition we refer to [12], whereas a detailed discus-
sion on Sobolev spaces can be found, e.g., in [21].

Scaling functions via integration. Finally, the scaling functions should fit
with the application of the V—operator. This property can be achieved when
constructing the scaling functions via integration and differentiation. For a
precise description of the construction principles we refer to [3, 11, 17].

The spine of this approach is to start with a dual pair of scaling functions
and to apply integration and differentiation. This yields another dual pair of
refinable functions that are now equipped with sort of ‘derivative absorbing
property’. In univariate case the construction process is simple and explained in
the following theorem for which a proof can be found in [11]. The bivariate case
follows immediately when limiting the construction to the separable situation.

Proposition 2.2. Let ¢,¢~) € Ly(R) be a dual pair of compactly supported scaling
functions with symbols H and H respectively, that generate a dual multiresolu-
tion analysis for La(R). Moreover, let ¢ € H'(R) and [¢ = [¢ = 1. Then
there exists a dual pair ¢, p € Lo(R) of compactly supported scaling functions
with ¢'(z) = ¢(z + 1) — ¢(x) and ¢'(v) = ¢(x) — p(xz —1). The symbols h
of ¢ and h of @ satisfy 2h(z) = (1 + 2)H(z) and (1 + 2)h(z) = 2zH(z). The
functions ¢ and @ generate a dual multiresolution analysis of La(R) too.

We summarize our findings. When selecting ¢ in accordance with Proposition
2.2 to be our primal scaling, we observe that the application of V yields just
differences of ¢. Once this ¢ is interpolating, we may use our easy quadrature
rule, and, moreover, since we are able to derive h, the computation of the
stiffness matrix can be done exactly.

3 Regularization

Assume, we have chosen the ansatz system to spatially discretize (1) in accor-
dance with the last section. The goal is now to show whether the variational
Perona—Malik equation is well-posed.

Semi-discrete formulation. Suppose u,ug are sufficiently smooth such that
the boundary value problem d;u = div(g(|Vu|?)Vu) on (0,T) x Q , uj,_, = uo
in 2, and u spatially periodic in (0,7T) is well-defined.



Let H; (©2) denote the Sobolev space of order one with periodic boundary
conditions. Choose then [V;] C H} () as the underlying Ansatz space. Since
the existence of boundary values of Sobolev functions follows from the Trace
Theorem for Sobolev functions, see [1], there exists an Lo(9€)-valued trace
of a H'(Q)-function onto dQ such that every v € H}(Q) is periodic almost
everywhere on the boundary 0. Thus, the resulting problem is to find some
ul € C1(0,T;[V;]) such that

(B (£), ) + (g(|Vuj (t)|2)Vuj(t),Vv) —0
and  u’(0) = u) (3)

is fulfilled for all v € [V}] and ¢ € (0,7"). We now rewrite problem (3) by means
of the ansatz system. Let {¢x, A € A;} with A; == {\ = (j,k),k € Z*I} be a
basis of [V;] and let N; be its dimension, i.e. N; = #A;. Thus, when assuming
uw? € CY(0,T;[V;]), then u; has the unique expansion with coefficients ¢y €
C1(0,T). Furthermore, let A € RNi*Ni denote the stiffness matrix associated
with the nodal basis of [V], i.e. Ay, := (¢x,¢,) with A\, u € A;. Then problem
(3) can be rewritten as

Al (t) + B(c(t))e(t) = 0 with ¢(0) = ¢, (4)

where

Bau() = (9(I2 eV [')Vor, Vo, ).

vEA;

Well-posedness of (3). Now we state our first result. For the proof we refer
to the Appendix.

Theorem 3.1. Let ug € [V;] and T > 0. Assume the stiffness matriz A to be
reqular and let for all x € §)

G(e)(z) := g(| Z CVV¢V($)’2)C (5)

l/EA]‘

be Lipschitz continuous with respect to ¢ with Lipschitz constant L > 0. Then
there exists a unique vector ¢ such that u? = Z/\eAj @y 1S the unique solution

of problem (3).

Conservation of well-posedness. The question arises whether Theorem 3.1
holds true when numerically solving problem (4). At first, thanks to [4] we
may exactly compute the entries of A in (4). The remaining integral term B in
(4) will be approximated with the quadrature rule introduced in the previous
section, i.e. we obtain the following approximation B for B

Byu(¢) = Q(Bau(c))
= LY (S eval)veva)]
k I/EA]‘

M-ik
where A\, € A; and ¢ € RN, Consequently, in practice we just solve the
perturbed system

Al (t) + B(c(t))e(t) = 0 and ¢(0) = ¢y, (6)



i.e. we have to ensure that system (6) remains solvable and that its solution ap-
proximates the solution of (3). This can be shown by a perturbation argument.
Let us reformulate the problem: for all ¢ € (0,7, c(¢) is a solution of

d(t) = F(t,c(t)) and ¢(0) = co, (7)

where F(t,c) := —A7'B(c)c. We need to show that the solution depends con-
tinuously on the right hand side F. By [18], this means we have to show that
F(t,c) is continuous and that there exists some a > 0 such that F' is with re-
spect to ¢ global Lipschitz continuous on D, := {(¢,d)| ¢t € [0,T], ||d — ¢|| < a}.
Then it follows that for each ¢ > 0 there exists some § > 0 such that the solution
é(t) of the perturbed problem

d(t) = F(t,c(t)) and ¢(0)=co
with continuous F satisfying
1E(t,d) = F(t.d)| <6 (®)

for ||d — ¢|| < « exists and that the estimate ||¢(t) — c(t)|| < € holds true. Note
that the global Lipschitz-continuity of F' on D, is a direct consequence of the
Lipschitz-continuity of G.

In the next theorem we state that when applying our quadrature rule con-
dition (8) holds true (for the proof we refer to the Appendix).

Theorem 3.2. Assume all the conditions required in Proposition 2.1. Moreover,
assume A to be regular and that B and B fulfill a Lipschitz condition. Then,
there exists some & such that || F(t,d) — F(t,d)|| < 4.

We conclude that with the help of the latter theorem, the solution of the
perturbed system is very close to the one of the exact system.

Temporal discretization. It remains to approximate the time derivative. Here
we apply the implicit Euler scheme which reads in our case as follows: for each
time step t, = n7T we reconstruct some sequence ¢, by solving

F() = A =" D+ 7B = 0

0

C Co.

9)

Since the implicit Euler method is absolutely stable for all increments 7 > 0, one
has that the global temporal discretization error is bounded, see e.g. [15, 16].
System (9) will be solved with Newton’s method. The Newton scheme requires
the numerical evaluation of the derivative

DF(c) = A+ 7(DB(c)c + B(c)).

4 Numerical illustrations

To find a solution of the regularized Perona—Malik equation (1), we finally have
to solve several time steps of system (9).



In order to verify the applicability of the proposed scheme, we compare it
with several different methods. But before giving the illustrations we briefly
sketch how the several terms of our system can be determined. Let us consider
at first the univariate situation.

Let ¢ be a scaling function as prescribed in Proposition 2.2, i.e. ¢'(z) =
¢(x + 1) — ¢(x) with ¢ satisfying the interpolating property. Moreover, let [¢]
its periodized version. Then we have [¢7](277p) = 2j/26i, and & [cpk](2 ip) =
239/2(67_, , — &7 ), where 6] =1 for p = k and zero othervvlse. Next, the

spatial discretization requires the computation of A and B. To specify the di-
mension and the scale we write A7 and B+ instead of A and B. By periodicity,
the stiffness matrix entries are

Ay = / erel + / P9l T / CRPl_gis
R R R

showing that the computation can be reduced to the non—periodic case and can
be realized by the algorithm in [4] which ensures an exact computation of the
inner products. For the nonlinear term we finally obtain

(BY(c)e), = 29(Glex = exr) = Glewrn — ),

where G(z) := g(2%2%)z. At this point we remark that both the exact and
perturbed system ensure gray value conservation (see Appendix for a proof).
Finally, the time discretization amounts to an implicit Euler scheme,

AYI( — Y 4 4, BY (") =0 and & = ¢,

which will be solved by Newtons method. This requires the explicit structure
of the derivative of B (c)e,

2% (é'(cl — Cl— 1) éI(CH_l - Cl)), l=k

L —92j G’ — l=k—-1
D(BY (¢)e)n = 2]( (60 = i-1),
—2 ( Cl+1—Cl) l=k+1
0, else .

Let us now consider the bivariate case: we generate the scaling functions by
tensor products of the univariate scaling functions. Thus, the components of
the gradient have the following explicit structure

o o
Oz [(I)j](Q ]p) = (5P17k1—1 - 5p1,k1)[</7?€2](2 jp2) s
9 1 pi1(9—i i (9

%[@k](Q p) = [@kl](Q pl)(6P27k2—1 - 61)27k2)'

Since A3/ = Ai’fllA}Cle , the computation of the 427 can be reduced to the
univariate case. Due to the semi-interpolating property of the gradient, the
summation over Z27 in

0 = 2 Y (ol X enviohlf)vievied )|

. . 2—J
pEZ2:I meZ2:3 P



Figure 1: Left: original image; right: noisy image.

is reduced to the summation over Z'J. The matrices B%J and DB?7J are sparse
by the compact support of . Their computation is therefore reduced to the
computation of the non-zero entries. Since the values of the product V[®7|V[®/]
do not depend on the solution ¢ they can be pre-computed, which results in a
reduction of the computational cost.

Let us now consider a concrete two—dimensional example, see Figure 1 for the
original noiseless 256 x 256 eye-image and its noisy version. In order to compare
the capabilities of the proposed scheme, we compare it with the pixel-based im-
plementation® for solving the nonlinear Perona—Malik diffusion equation. The
setup for the method is now as follows: since the dimension is 256 x 256, the
resulting resolution level is j = 7 (when assuming that the domain of the im-
age is Q1 = [0,1]?). As the dual interpolating scaling function, we start with a
linear B-spline of order two, where the primal filter mask is derived via Propo-
sition 2.2. The scaling matrix M has in this separable setup diagonal structure
with diagonal (2,2). Increasing the order of the interpolating scaling functions
achieves a better approximation quality but also increases the computational
cost (since the stiffness matrix becomes non—sparse).

For both schemes the pixel-based and our proposed multiscale implemen-
tation 40 iteration are computed with time step size 0.24. For both we have
used the same diffusivity g (see above) with A = 0.005. The approximation
quality is measured by the signal-to-noise ratio (SNR), which is here defined by
SNR = 10log;o (|| fII?/Ilf — u|?) where f is the noiseless image. see Figure 2.
We finally observe that both schemes are able to achieve the same SNR, within
a similar number of iterations: multiscale method after 16 iterations and the
pixel-based approach after 30 iterations) regime, see Figures 2 and 3.

5 Appendix

Proof of Theorem 3.1.
Taking as test functions ¢,, u € A;, and using dyu’ (t) = 2 oxen, AA()ox and
Vi (t) =3, A, CA (t)V ¢y, the semi-discrete problem (3) results in an equiva-

IMatlab code taken from http: / / staff.science.uva.nl / ~rein / nldiffusionweb / mate-
rial.html



multi-scale vs pixel Perona-Malik scheme
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Figure 2: Signal-to—noise ratios per iteration.

lent ODE system:

S A0 (0r )+

)\GAJ'
> a®(9( Y Ve, [*)Ver Va,) =0
)\GAJ' I/EAJ'
ex(0) = con,
which can be rewritten as
A (t) + B(c(t))e(t) = 0 with ¢(0) = co,

where ¢, » = (uo, $») and B represents the nonlinear term,

Bau(e) = (9(1Y eoVau[*)Vor, Vo).

I/EA]'

The regularity of A allows to transform the initial value problem (10) into an

integral representation

c(t) = co —/0 A7 B(c(s))c(s)ds.

(11)

Note that ¢ € C1(0,T)"i solves the initial value problem (10) if and only if
c € C°([0, 7)™ and ¢ solves the integral equation (11). Introducing the space
X = CY%[0,T],RNi) equipped with the norm |c||, = supg<;<p e "|c(t)]2
(this is then a Banach space), the solution c of (11) has to be a fixed point for

S : X — X where S is defined as

S(e)(t) == ¢ —/0 A B(c(s))c(s)ds.

(12)



Figure 3: Left column: suggested multiscale iterative approach; right column:
pixel-based iterative approach. 1st row: after 5 iterations; 2nd row: after 10
iterations; 3rd row: iteration with maximum SNR; 4th row: after 40 iterations.

The existence of a fixed point is shown by proving that S is a contraction for
one r, i.e.

15(c) = 5@l < gqlle —éll»

10



for some 0 < ¢ < 1. For ¢ € [0,T], we have
150 - SO, < 147 x
|3 |Beets - Bets)as),[ds

0 xea,
(13)

and, moreover, for s € [0,T] we have

(B(c(s))C(s) - B(é(s))é(s)) _

A

> / (Gu(c(s»(:c) —GM(E(S))(x)) x

HEA; ¢
Vor(z)Vo,(x)dx.
Now the Lipschitz continuity of G and the estimate
Gue(t) (@) — Gule(t) ()| <
|Gew)@) - G|

results for s € [0,7] in
(Bleto)ets) - Batsit) | <
Lije(s) = &(s)[|, > /;V@(x)w#(xndm.
HEN; &

Combining the latter estimate with estimate (13) we obtain

IS@® - s@®)], < Clle—dl, / ¢ ds,
(14)

where C = || AL Doaen, Jo|Vor(2)Ve,(x)|dx is a finite constant. With
the help of (14), we finally obtain

e "|S(e)(t) = S@) )], <
t C
Clle — 5||T/ e Tds < Zle— ¢,
0 T

showing that, for suitably chosen r (r > 0 and % < 1), S is contractive. The
application of Banach’s Fixed Point Theorem completes the proof. O

Proof of Theorem 3.2.
We observe that

1 (t,d) — F(t,d)|| <
1A= (Cllld — ¢|| + Cor (M) 3 (D)

+ Cylld — ] ).J1d]
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The norm ||d|| is finite on D, since, by Theorem 3.1, the solution ¢ of (7) is
continuous on [0, T] and therefore bounded on D,. We have to choose a and j
such that the expression on the right hand side is less than §. O

Proof of gray value conservation.
At first, we observe that A%, B%J B satisfy the following properties: All
row sums of A7 are equal; this follows by the fact that D ezt Ai’l] do not

depend on k. Next, all row sums of B as well as of B/ are equal to zero;
this can be deduced by observing that

Dkl =2 > (¢l 4]-¢]) =0,
ezt ezt
where for p € Z' we have Y, ;1 ; [l (277p) = 0. Tt follows then that
., B+7(¢) = 0 and that .., B (¢) = 0. Consequently,
1ez13 P 1€z P

Y (Ad(M), =~ > (Ble)o

AEA; AEA;

= Z Z Byu(c)e, = 0.

AEA; nEA;

It follows then that A, (Ac) , = constant, and the proof is complete. (I
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